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Introduction

Pourquoi un économiste théoricien des jeux et un philosophe épistémologue ont-ils formé
le projet de rédiger a deux voix un livre sur les interactions sociales, alors qu’aucun des deux
n’est sociologue ou psychologue social ? Et pourquoi ont-ils adopté une perspective de
neuroéconomie, puisqu’ils ne sont ni ’'un ni "autre experts en neurosciences ?

I1 est clair, a premicre vue, que les phénomenes étudiés par I’¢économiste sont toujours les
résultats d’interactions sociales, soit directes (échanges marchands, compétitions, répartitions,
négociations), soit indirectes (redistributions, organisations). L’objet de la théorie des jeux
qui représente I'une des approches privilégiees pour étudier ces phénomenes consiste a
formaliser les interactions entre des agents suppos€s rationnels. Plus récemment, une
¢conomie expérimentale s’est développée, qui étudie au moyen d’expériences les décisions
effectivement prises par les individus, en réaction aux actions des autres. Mais les
comportements ainsi observés restaient inexpliqués tant que l’on ne disposait pas
d’informations plus précises sur le fonctionnement du cerveau dans ces situations. Tel n’est
plus le cas aujourd’hui ou beaucoup des résultats obtenus au cours de ces protocoles
expérimentaux peuvent étre maintenant complétés par des informations sur le fonctionnement
cérébral, grace, en particulier, aux différentes techniques de 1’imagerie cérebrale. C’est ainsi
que s’est développee, depuis quelque temps, une branche sociale des neurosciences dans
laquelle la neuroéconomie se trouve aux avant-postes.

Le philosophe est aussi dans son rdéle en défendant la position philosophique suivante :
les sujets humains se constituent dans leurs interactions avec leurs semblables, qui orientent
aussi leurs perspectives sur leur environnement. Les manicres dont les capacités physiques de
notre corps et de son systéme nerveux facilitent ou limitent ces interactions ne sont pas sans
intérét pour le philosophe, ne serait-ce que dans la mesure ou mieux les connaitre peut
I’amener a réviser ses « intuitions » sur les processus cognitifs et affectifs humains, voire a
modifier les catégories qui lui permettent de penser ces processus dans leurs interactions, ou
encore a ne pas proposer d’idéal qui ne tienne pas compte des limitations humaines.

Voila pour nos justifications. Mais qu’en est-il des interactions sociales ? L’économiste ne
va-t-il pas étre tent¢ de les réduire a des échanges entre les agents et aux décisions qui les
précédent en se concentrant exclusivement sur 1’étude de leur ancrage « rationnel » ? Le
philosophe, de son cote, pourrait soit, en soutenant ’individualisme, étre tenté de réduire les
interactions sociales aux capacités interactives des individus, soit au contraire, en soutenant le
« holisme », la prééminence du tout social, vouloir montrer qu’on doit toujours présupposer
un social déja constitué, pour comprendre comment les décisions des individus manifestent
une sensibilité a des normes collectives et ne se réduisent pas a suivre leur intérét personnel.



Dans ce livre, le théoricien des jeux justifiera I’emploi du qualificatif « social », en se
montrant attentif aux résultats obtenus lors des nombreuses expériences qui montrent que les
individus réels different de ’'individu self-interested qu’est supposé étre ’agent économique.
Il s’efforce de comprendre les racines de ces différences, a la lumicere des premiers résultats
mis en évidence par ces neurosciences sociales. Cette investigation lui enseigne que nous
sommes plus largement dépendants de la coordination de nos actions avec autrui et plus
sensibles aux opportunités de coopération, et aux normes sociales qui les accompagnent, que
ne le suppose le schéma « autiste » auquel se réfere I’économie classique. Les interactions
sociales, entendues en ce sens, ouvrent ainsi le champ a une analyse renouvelée de nombreux
phénomenes €conomiques, concernant notamment les décisions et les anticipations qui les
précedent, ainsi que les actions et les négociations qui souvent les suivent, sans oublier
I’organisation qui les accompagne.

Le philosophe, en cette affaire, ne se veut ni individualiste ni holiste. Les processus
d’interaction sont pour lui les constituants ontologiques fondamentaux et de ’individu et des
collectifs sociaux. Ces interactions ne s’établissent pas seulement a des niveaux séparés
— processus infra-individuels, individuels, interindividuels, collectifs — mais aussi entre des
niveaux différents. Ainsi, les limitations de certains processus infra-individuels peuvent
trouver des compensations dans des interactions interindividuelles et des organisations
collectives — songez a la communication des savoirs. Inversement, les collectifs ont des
limitations propres — ainsi I’anonymat relatif de leurs membres ne permet pas a un individu,
ni méme a quelques-uns, de contréler directement le degré d’engagement de tous dans des
coopérations. Plutot que d’opposer I'individu et le tout social, il est préférable d’étudier
précisément comment interagissent ces différents types de processus, comment ils constituent
et maintiennent des structures qui sont d’échelles différentes mais qui peuvent aussi
entrecroiser différents niveaux — un organisme, des relations parentales, des collectifs, des
institutions — et comment les différentes structures d’interaction qui se mettent en place se
combinent, se soutiennent mutuellement, ou, au contraire, s’imposent les unes aux autres des
transformations.

Nous suivrons a la trace ces processus d’interaction en examinant successivement les
niveaux différents ou ils se manifestent.

Dans une premiere partie, intitulée « Interactions et intersubjectivité », nous analyserons
les interactions entre des processus infra-individuels qui sont nécessaires a la constitution du
sujet. Mais ces processus infra-individuels ne se bornent pas a construire un sujet isolé, ils
I’engagent déja dans des interactions, si bien que ce sujet est nécessairement intersubjectif,
comme nous le montrerons au chapitre 1. Pour autant, cette dynamique d’intersubjectivité ne
réduit pas la spécificité de chaque sujet puisque elle contribue, au contraire, a sa construction.
Nous étudierons au chapitre 2 comment la figure d’autrui se constitue. Nous avons posé cette



intersubjectivitét comme fondatrice, et nous analyserons, sur cette base, la portée de la
référence a « un autre moi-méme » et discuterons ses limites. Cette recherche suggére, qu’au
role de l'autre qui nous fait face, il nous faut ajouter celui du (des) tiers. Une fois cette
structure interactive de base constituée, nous pouvons revenir sur les processus de décision,
et montrer au chapitre 3 comment ils sont le fruit de Il’interaction entre différentes
perspectives, par exemple, entre des perspectives temporelles a court et & long terme, entre
des interactions a courte et a longue portée. Ce chapitre nous a conduits a repenser, dans cette
optique, comment les sujets congoivent et traitent les relations d’intertemporalité, avec toutes
leurs conséquences, parfois inattendues et tout au moins différentes de celles le plus souvent
enseignées, sur les anticipations des agents. Nous aurons ainsi, au cours des trois chapitres
qui forment cette premicre partie, €tabli que les thématiques qu’on associe généralement a
une focalisation sur les seuls individus pouvaient avantageusement étre repensées, dans une
perspective interactionniste de part en part.

Nous aborderons ensuite, dans une deuxiéme partie, intitulée « Coordination et
coopération » ce que 1’on considére communément comme des interactions sociales, au sens
de rapports interindividuels. Sur ce terrain, les distinctions introduites par la théorie des jeux,
entre les jeux de pure coordination (reposant sur 1’identification de points focaux), les jeux de
coordination a équilibres multiples (lorsqu’une multiplicit¢ de possibilités aboutit a des
résultats différents) et les jeux de confiance (lorsque la coopération s’avere risquée pour
chaque joueur considéré individuellement), nous ont servi de premiers reperes. Les
problemes de coordination, lorsque certaines solutions satisfont I’intérét de chacun des
joueurs, suggerent ’émergence d’un point de vue du groupe, dont I’adoption par les
individus conduit au mode de coordination le plus efficace. On mettra en évidence, au
chapitre 4, les différentes difficultés auxquelles se heurte cette coordination, en signalant, au
passage, les problemes posés par la notion de confiance, face au risque inhérent a certaines
formes de coordination. Cette analyse permettra notamment de dégager la notion clé
d’« interintentionnalité ». Le chapitre 5 expose les voies de passage d’une simple coordination
a une véritable coopération. Il discute les différents modes de coopération et montre que le
succes de leur fonctionnement reste dépendant du nombre des candidats a cette coopération
et de leurs modes d’organisation en réseaux. Une analyse plus poussée des modes d’acces a la
coopération révele ainsi I'importance des formes de coopérations conditionnelles, souvent
négligées par les approches traditionnelles.

Notre but n’est pas ici d’exposer des résultats déja bien connus en théorie des jeux, mais
plutét de les mettre en perspective, et de proposer de nouvelles interprétations des
distinctions que suggere leur confrontation aux données mises en évidence par la psychologie
expérimentale et la neuroéconomie. En amont de la coordination il faut prendre en compte
cette « interintentionnalité » qui se manifeste entre les sujets. Ce travail aura été facilité par



I’analyse préalable, développée dans la premiere partie, concernant la structure du sujet, qui
intégre déja autrui, les tiers, sans oublier I’émergence d’un point de vue du groupe. Cela nous
a permis, a propos de la notion de confiance, qui occupe une position centrale dans ce
dispositif, d’introduire une distinction éclairante entre deux de ses modalités différentes, une
« confiance-cadre » et une « confiance-pari ».

Nous traiterons enfin dans une troisicme partie, intitulée « Regles et normes », le niveau
des interactions que 1’on considere d’ordinaire comme paradigmatique du social : celui qui
concerne les conventions et les régles et renvoie a des normes. On a d’abord saisi dans les
« conventions » (au sens de Lewis : des conduites que chacun a intérét a tenir s’il sait que les
autres vont faire de méme, et si cela est de savoir commun) une maniere de réduire le social a
la capacit¢ des individus a se représenter les €tats mentaux des autres. Mais la connaissance
commune qui serait exigée, en bonne logique, pour réussir cette opération (savoir que tu sais
que je sais, que je sais que tu sais, etc., jusqu’a I’infini) dépasse, dans la réalité, nos capacités
mentales. Un probléme qui a été clairement identifi¢ par les théoriciens des jeux, mais qu’ils
n’ont pas réussi, jusqu’a présent, a résoudre de manicre satisfaisante. Le chapitre 6 dégage
des conditions plus réalistes de développement de pratiques qui installent de manicre, au
moins implicite, des régles de conduite communes débouchant sur des « standards de
comportements » répondant aux intuitions des fondateurs de la théorie des jeux. Comment
rendre compte de I’émergence et du maintien de ces regles ? Pour y parvenir, il est nécessaire
d’adopter une perspective dynamique, d’ou le recours aux théories des jeux évolutionnaires.
Pour expliquer, en outre, le maintien et la reproduction de comportements empathiques, si ce
n’est altruistes, au cours de 1’évolution, nous nous devons, de fait, de raisonner a une échelle
plus globale que celle d’un individu — a I’échelle de sa parenté, mais aussi de ceux qui
ressemblent a ses parents, etc.

Une majorité des travaux expérimentaux dérivés de la théorie des jeux portent sur
différentes modalités de partage d’un bien entre les joueurs (jeu du dictateur, jeu de
I’'ultimatum, jeu de la confiance...). On a cherché, de cette manié¢re, a dégager les conditions
qui président concrétement a I’émergence de normes d’équité. Des travaux combinant
I’expérimentation et I’imagerie cérébrale ont, dans cette perspective, mis en évidence des
comportements, a premi€re vue surprenants, qualifiés de « punition altruiste », dont
I’interprétation a suscité, et suscite encore, d’apres discussions. Plusieurs sujets observés dans
cette expérience préferent, en effet, punir ceux dont le comportement n’a pas respecté les
régles tirées de ces normes d’équité, méme si cette punition s’accompagne, pour eux, d’un
colit financier. Certaines activations neuronales observées a cette occasion portent a penser
que ces sujets éprouvent un plaisir singulier & punir. Mais on peut aussi, soutenir, au vu
d’autres zones cérébrales qui sont également activées, qu’ils tiennent compte de ’opinion des
tiers. On peut méme élargir cette perspective et imaginer que ces individus veulent acquérir



une réputation dans le groupe, et sont ainsi, peut-étre, a la recherche d’une reconnaissance
sociale. De telles interprétations n’étant pas nécessairement contradictoires.

Le chapitre 7 s’attache aux normes proprement dites, celles par lesquelles le social se
manifeste formellement, a travers des regles explicites. Les théories qui assimilent les normes
a des signaux indicateurs ne sont pas suffisantes ici, pas plus que celles qui les font émerger,
plus ou moins spontanément, dans des jeux €volutionnaires, ou celles qui les réduisent a des
connaissances partagées sensibles aux différents contextes. Elles peuvent, certes, rendre
compte de ’émergence et du maintien de regles implicites, mais elles ne parviennent pas a
dégager les effets spécifiques propres a ’explicitation des normes.

Celle-ci fait, en effet, intervenir des activités de métacognition qui nous informent du
mode sous lequel nous nous rapportons a une représentation, et nous permettent ainsi de
distinguer des niveaux d’explicitation. Les normes explicitées dans cette perspective ouvrent
deux possibilités d’enquéte. La premiere porte sur la question de savoir si les autres se
rapportent bien a une régle donnée de la méme maniére que nous — pour savoir, par exemple,
non seulement s’ils coopérent, mais s’ils coopérent dans le sens ou nous pensons coopérer.
La seconde concerne les conditions qui peuvent nous inciter a réviser ces regles. Elle conduit
au probléme posé par le contrdle des régles elles-mémes, et touche ainsi au fondement du
social et du politique. On songe évidemment d’abord au droit, mais on peut également
considérer, dans cette perspective, d’autres types de normes, comme les normes religieuses et
les normes scientifiques, voire des normes esthétiques. Nous verrons que ’analyse de ces
extensions fournit des apergus stimulants. Cet accent placé sur le controle nous rappelle,
enfin, les implications directes de ces régles explicites sur le contréle exercé par les sujets sur
eux-meémes.

Voici les principaux points sur lesquels nous pensons avoir apporté des éclairages
susceptibles d’étendre et d’enrichir la compréhension de nos interactions :

o La spécification de la variét¢ des capacités qui doivent se mettre en place et se
combiner de mani¢re dynamique et complexe pour assurer le fonctionnement de nos

interactions.
o La nécessite¢ de penser I’intentionnalité subjective comme une interintentionnalité.
. L’exigence de prendre en compte dans les interactions intersubjectives les références

aux perspectives de tierces personnes, qu’elles soient présentes ou absentes, voire
anonymes.

o L’identification de la différence entre interactions a courte et a longue portée, dé¢ja
mise en jeu pour déterminer ce qui est pour nous perceptivement saillant, et ses diverses
implications sur les choix intertemporels.



o L’importance de la notion de coopération conditionnelle, et la nécessit¢ de
différencier les différents types de coordination et les différents modes de coopération,
en replagant les modeles de théorie des jeux dans les contextes d’interactions sociales qui
les ont inspireés.

o La distinction entre, d’une part, le fonctionnement implicite de regles dans des
pratiques et des usages, et d’autre part, le role des normes explicitement formulées, en la
reliant a différents niveaux de connaissance et a différents niveaux de contrdle des
conduites, qui se superposent les uns aux autres.

L’ouvrage est le fruit d’un long et stimulant dialogue entre I’économiste et le philosophe.
Chaque chapitre est rédigé par 'un des auteurs et suivi d’'un commentaire, parfois tout aussi
développé, écrit par 1’autre. Les chapitres 1, 3 et 7 ont été €crits par Pierre Livet, les chapitres
2,4, 5, et 6, par Christian Schmidkt.

P

Pour mener a bien leur investigation sur I’intelligence de nos interactions, 1’économiste et
le philosophe ont utilis¢ des travaux réalises par une nouvelle discipline, la neuroéconomie.
Ils pensent tous les deux que ces recherches permettent de faire avancer nos approches sur
les conduites humaines et qu’elles sont porteuses d’informations prometteuses, et parfois
méme inédites. Certes, il s’agit d’une discipline dont tous les résultats ne sont pas encore
¢tablis, et ou ’enthousiasme des auteurs de ces travaux les a parfois conduits a en surévaluer
I’'importance. Il nous a donc fallu réévaluer les résultats des différents travaux de
neuroéconomie qui ont servi de base a nos réflexions a leur juste mesure, en discutant leur
portée et en revenant parfois sur les interprétations qui ont €t¢ données de leurs résultats.
Nous aborderons de maniere plus spécifique ces questions de méthode lorsque nous nous
référerons a telle ou telle expérience, mais nous pouvons d’ores et d¢ja indiquer au lecteur ce
que nous entendons ici par « juste mesure ».

Les économistes qui s’investissent aujourd’hui dans les programmes de recherche de
neuroéconomie sont souvent tentés de développer, en leur faveur, ’argument schématique
suivant : grice aux différentes données recueillies sur le fonctionnement du cerveau au cours
des expériences auxquelles sont soumis les sujets, nous allons enfin savoir comment
raisonnent et décident réellement les étres humains. Nous pourrons alors ajuster a ces
comportements effectifs des modeles de décision et d’interactions qui renouvelleront les
mode¢les formels construits par la théorie économique et par la théorie des jeux pour en
rendre compte. Cet argument, dans sa simplicité, peut susciter des illusions. L’utilisation de
I’imagerie cérébrale fournit des résultats passionnants, mais ’interprétation de ses résultats se
révele souvent problématique. Ce ne sont pas, du reste, les seules sources ou puisent
aujourd’hui les neurosciences. La biochimie, avec la sécrétion des neurotransmetteurs qui



activent les différentes régions cérébrales, compléete les informations fournies par I’'imagerie.
La génétique, avec I’étude de certaines spécificités cellulaires, se trouve également parfois
sollicitée.

En nous centrant ici sur le dispositif le plus souvent utilis¢é par les chercheurs en
neuroéconomie, qui consiste a appareiller un protocole expérimental avec un procédeé
technique d’imagerie cérébrale, nous avons identifié quatre types principaux de problemes
méthodologiques.

1) Le premier type de probléme est d’ordre technique, et c’est aux chercheurs en
neurosciences de le résoudre. Il tient & ce que les « images » ainsi fournies sont treés
dépendantes des procédés utilisés pour traiter les données. Rappelons, tout d’abord, que ce
que transmet I’imagerie cérébrale correspond le plus souvent aux variations de la pression
sanguine dans les régions activées. L’intelligence de ces données exige alors une
interprétation qui est fournie par des mode¢les statistiques. Cette interprétation statistique peut
susciter des discussions a ce niveau. En outre, les différentes techniques d’imagerie utilisées
n’ont pas le méme degré de finesse dans leurs définitions spatiales et temporelles. 11 faut en
tenir compte au moment d’interpréter leurs données respectives. De maniére plus générale, le
probléme se pose de définir le seuil a partir duquel on décide que telle activation dans telle
zone cérébrale est considérée comme significative (ou plus précisément, de la différence entre
les activations de deux taches, mais aussi entre les activations des taches et I’activation du
cerveau « au repos »).

Deux observations complémentaires doivent étre faites a ce sujet. En premier lieu, il faut
distinguer, aussi précisément que possible, I’activation de certaines régions cérébrales de la
désactivation qui correspond a I’inhibition d’autres régions. Or cette inhibition est plus
délicate a observer, dans la mesure ou, méme au repos, le cerveau entretient toujours une
activite. Cela conduit a une seconde observation. L’¢tat de repos appelé par commodite
« mode par défaut » présente ses particularités, qui correspondent sans doute également a
des taches propres. Peu de travaux lui ont encore été consacres, mais nous verrons, dans la
suite des développements de cet ouvrage, que de premiers résultats sont porteurs
d’informations intéressantes.

Il faut, par conséquent, croiser les techniques et comparer les procédés pour utiliser au
mieux les ressources mises a notre disposition par ’imagerie cérébrale.

2) Le deuxieme type de probleme est relatif a 1’identification des fonctions des zones
activées (et désactivées). Les neurosciences progressent, en détectant, d’une part, des
coactivations de plusieurs zones diversement localisées, que I’on peut penser fonctionner en



réseau — on vient de citer le réseau du « mode par défaut » — et en identifiant, d’autre part,
avec plus de précisions des différences locales d’activation, selon les variations des taches et
des conditions. Ainsi, certains neuroscientifiques pensent, par exemple, avoir montré que
troubler le fonctionnement de la partie droite du cortex préfrontal dorsolatéral réduit la
tendance a rejeter des offres inéquitables, mais que ce n’est pas le cas pour la partie gauche
(Knoch et al., 2006). Chacune de ces deux approches souleve de nouvelles questions.

La premiére approche confronte les neurosciences a une question familiére aux
¢conomistes. Comment faut-il modéliser les coactivations observées dans certaines aires
cérébrales, de maniére a les relier a certaines fonctions ? Les chercheurs en neurosciences
sont ainsi passés de I’étape initiale, qui consistait simplement a identifier les régions
cérébrales activées lors de la réalisation de certaines taches incorporées dans un protocole
expérimental (choisir telle option plutdt que telle autre, accepter ou refuser un partage ou une
offre, etc.), a une étape plus avancée, qui vise a repérer un ou plusieurs systémes
d’activations. Des débats sont alors apparus entre ceux qui pensent que les mécanismes de la
décision mettent en jeux plusieurs systémes cérébraux différents (un systéme des émotions,
un systeme de la cognition,... ou méme plusieurs systémes distincts pour chacune de ces
fonctions), qui pourraient €tre concurrents, et ceux qui soutiennent, au contraire, que ces
différents systémes font partie d’un seul systéme d’ensemble (Rustichini, 2008). Derricre cette
question se profile une interrogation plus générale qui rapproche curieusement les
neurosciences de la science €économique : le cerveau fonctionne-t-il comme un systéme
décentralisé, dans lequel ses différentes composantes sont, en quelque sorte en concurrence,
ou est-il, au contraire, régi de maniere centralis¢ ? Par-dela cette analogie, la compréhension
de la régulation des activités cérébrales constitue un véritable défi pour les neurosciences.

La deuxieme approche se concentre sur les activations locales et s’efforce de dégager
I’organisation hiérarchique des réseaux identifi€s, en la décomposant en modules et en sous-
modules de réseaux. On pourrait parler a son sujet de microneuroscience. Son
développement dépend étroitement de la puissance technique des appareils d’imagerie, mais
il est également tributaire d’un bon usage de modeles de systemes hiérarchiques a niveaux
multiples. La encore plusieurs formules peuvent étre avanceées.

Il reste, alors, a trouver les voies permettant d’articuler entre eux les résultats mis en
¢vidence par chacune des deux approches et I’on retrouve, & ce niveau, la quéte d’une
modé¢lisation appropriée.

3) Le troisieme type de probléme concerne les relations entre, d’une part, les hypotheses
neuronales formulées par les chercheurs en neurosciences, sur la base de connaissances qui
restent assez dépendantes des techniques de I’'imagerie, et, d’autre part, le recours a des



protocoles expérimentaux, plus ou moins directement dérivés de la théorie des jeux. C’est en
empruntant, et parfois, en simplifiant, des protocoles de jeux congus par I’économie
expérimentale qu’une véritable neuroéconomie des jeux s’est développée. Ainsi, par exemple,
le jeu du dictateur, le jeu de l’'ultimatum, le jeu de la confiance dans leurs différentes
variantes servent aujourd’hui de soubassements expérimentaux a la majorité des recherches
neuroéconomiques portant sur les interactions. A D’origine, ces protocoles expérimentaux
avaient été imaginés par certains théoriciens des jeux, en vue de tester la valeur empirique
d’hypothéses et de résultats énoncés par la théorie des jeux, comme la rationalité individuelle
des joueurs, ou I’équilibre de Nash vers lequel tendraient, ou tout au moins devraient tendre,
leurs transactions. Forts de résultats, le plus souvent négatifs, obtenus au cours de ces
expériences, les chercheurs en neurosciences s’en sont servis, avec ou sans la complicité
d’économistes, pour valider, avec 1’aide de I’imagerie, de tout autres hypothéses, relatives,
par exemple, a la prépondérance des émotions dans les prises de décision, ou a la domination
de I’empathie, dans les relations a autrui. Un tel exercice s’expose a la critique. La théorie des
jeux est d’abord une construction logique. L’interprétation des résultats obtenus en exposant
certains de ces segments a des tests empiriques souléve déja des difficultés, qui ont été
discutées par les théoriciens des jeux eux-mémes (Aumann, 1999). Réutiliser ces résultats
pour les réinterpréter dans un cadre conceptuel tout a fait différent, comme celui développé
par les neurosciences, risque de se révéler hasardeux, ou, a tout le moins, arbitraire, lorsque
I’on ne I’accompagne pas de précautions méthodologiques. Nous verrons, par exemple, que
le sujet qui fait confiance a I’autre joueur plutdét que de maximiser individuellement ses gains
immédiats n’est pas nécessairement un altruiste empathique étranger au calcul qui suit les
intéréts du sujet.

En prolongeant cette perspective on se heurte a une difficulté supplémentaire. Chacun des
protocoles correspondant a ces jeux experimentaux renvoie a une situation spécifique. La
tentation est grande, toutefois, de regrouper plusieurs d’entre eux, sous une méme rubrique,
du fait que ’on s’attend a des activations neuronales semblables, ou tout au moins voisines.
Il en va ainsi, par exemple, des jeux associés aux notions de coordination et de coopération.
Ils constituent, chaque fois, comme on le montrera, un ensemble assez disparate de situations
qu’il faut ensuite déshomogénéiser pour analyser la signification que chacune apporte. Car le
risque serait alors d’associer trop rapidement a I’ensemble d’une catégorie de situations
(coordination, coopeération) les caractéristiques neurophysiologiques et neurobiologiques
mises en ¢vidence dans une seule, ou seulement quelques-unes de ces situations. La
comparaison des résultats obtenus dans deux ou plusieurs jeux différents, qui mettent chacun
en ¢vidence certaines manifestations distinctes d’une méme notion requiert, pour cette raison,
un soin particulier.



4) Le quatrieme type de probleme est plus général, bien qu’il s’applique ici au cas
particulier des neurosciences. Les catégories d’arriere-plan qu’on ne peut se passer de
présupposer pour imaginer des expériences et pour les interpréter, et les catégories utilisées
pour mettre en place ces expériences et en tirer des différences significatives ne sont ni de
méme structure ni de méme grain ; d’ou des difficultés pour passer des unes aux autres.
L’expert en neurosciences, pour déterminer quelles sont les fonctions li€es a I’activation
d’une zone, va présupposer que la tiche qu’il propose au sujet dans son expérience induit un
certain ¢tat mental, qu’il va, par exemple, nommer « plaisir », ou « peine », ou « perplexité »
(dans le cas ou il pese le pour et le contre). Ce sont la des catégories de la psychologie
ordinaire, qui n’ont pas le méme degré de finesse que les distinctions qui permettent au
neurologue de repérer des différences d’activation et de différencier des zones (en
I’occurrence, respectivement, le striatum, I’insula antérieure, et ’ACC, cortex cingulaire
antérieur) En se référant a la chimie et au fonctionnement de neurotransmetteurs, comme la
dopamine et la sérotonine, le neuroscientifique peut également utiliser le terme de « circuit de
la récompense ». Il renvoie alors a des catégories de la psychologie expérimentale — ou 1’on a
souvent amené des rats a répéter une action qui leur procurait en récompense de la
nourriture. Mais pour un humain, la catégorie de la récompense renvoie a des scénarios qui
mettent en jeu des interactions et plusieurs personnes, tandis que le plaisir peut aussi €tre
solitaire et passif. Il devient des lors délicat d’utiliser un terme pour I’autre.

Au fur et a mesure, I’accumulation des expériences diverses qui rendent active telle ou
telle zone cérébrale améne le neuropsychologue a superposer différentes fonctions dans une
méme zone, avec la tentation de distinguer des sous-zones pour mieux s’y repérer. Il devient
donc plus sensible a la complexité du fonctionnement cérébral. Mais il pourrait aussi avoir
tendance a ajouter une nouvelle fonction chaque fois qu’une tache différente est proposée, ou
inversement a ranger sans trop d’examen plusieurs taches dans la méme classe, alors qu’on
pourrait, tout aussi bien, insister sur les capacités différentes qu’elles mettent en jeu. Cela
rajoute des suppléments de complexité a ’analyse du systeme déja compliqué qui caractérise
le fonctionnement cérébral. Pour ne pas les multiplier, il faut éviter, d’un c6té, de projeter sur
des localisations cérébrales des fonctions définies trop grossiérement, et, de I’autre,
d’invoquer pour toute différence observée une différence de scénario cognitif. Dans ces deux
cas l'interprétation des résultats serait suspecte de circularité, puisque sous une catégorie trop
vague, on pourra toujours subsumer des résultats variés, et qu’il sera toujours possible de
partir de différences dans les résultats pour trouver des différences dans le contexte de
I’expérience.

Le probleme posé par la superposition de différentes grilles catégorielles qui n’ont, ni les
mémes origines, ni les mémes inspirations et ne sont donc pas assurées de situer leurs
différents résultats dans un espace commun est encore plus délicat. Comme souvent en



sciences expérimentales, il est nécessaire d’avancer en paralléle sur deux voies. D’une part, il
faut construire des protocoles d’expériences dont les interprétations sont les moins
équivoques possibles et qui se différencient donc entre elles, et rechercher alors des résultats
d’expériences conformes aux hypothéses et qui confirment ainsi ces différenciations. D’autre
part, en sens inverse, on risque d’obtenir beaucoup d’informations alors qu’on s’attendait
pour deux taches jugées semblables & observer des zones et types d’activations similaires,
I’expérience peut montrer que ces activations sont différentes. Cela permet ainsi de remettre
en cause les catégories d’arriére-plan que I’on avait présupposées.

Il y a donc deux manieres de briser la circularité¢ qui posait initialement probléme : rendre
les conditions d’interprétation de D’expérience plus restrictives que les présuppositions
initiales, ou obtenir des résultats contre-intuitifs. Ces deux voies ne sont, du reste, pas
mutuellement exclusives.

Les difficultés méthodologiques, qui ont été répertoriées ici pour les besoins de
I’approche que nous avons privilégiée dans notre enquéte sur les interactions, doivent €tre
situées dans le cadre plus large des problémes d’ordre épistémologique posés par la
neuroéconomie'. A 1origine, la neuroéconomie se présente comme une maniére
d’hybridation scientifique entre, d’un co6té, plusieurs disciplines qui participent aux
neurosciences (neurophysiologie, neurochimie, neurobiologie et neuro-imagerie) et, d’un
autre coté, différentes composantes de 1’analyse économique (théorie de la décision, théorie
de I’équilibre, théorie des jeux). Le terme méme de neuroéconomie a été, du reste, popularisé
par Douvrage d’un spécialiste des neurosciences consacré a I’analyse neuronale des
mécanismes décisionnels (Glimcher, 2003). L’intuition qui guidait Glimcher était de retrouver
dans le fonctionnement du cerveau décideur certaines propriétés qui avaient ét¢ formalisées
par les modeles de la théorie économique de la décision. Ainsi a-t-il traqué la signature
cérébrale de plusieurs concepts familiers aux économistes, comme la maximisation,
I’optimalité et 1’équilibre, notamment dans 1’acception de Nash en théorie des jeux. Selon
cette perspective, il reviendrait aux neurosciences de fournir le substrat matériel de 1’objet
¢tudié, par I'intermédiaire de la physiologie et de la biochimie du cerveau, tandis que la
modé¢lisation de I’activité cérébrale serait apportée par la théorie économique.

En dépit de son apparente clarte, ce partage simplificateur des taches entre neurosciences
et ¢économie se révele inexact et méme trompeur. Il souffre d’une absence. Entre la
physiologie et la chimie du cerveau, d’une part, et les modeles mathématiques de la décision,
d’autre part, il faut nécessairement prendre en compte les comportements des agents
décideurs, qui font d’abord I’objet d’observations, avant de pouvoir étre expliqués. Or,
indépendamment de toute référence au cerveau des neurosciences, le développement de la
psychologie expérimentale a révele aux économistes que, dans bien des cas, leurs modeles



théoriques de prise de décision se trouvaient invalidés dans un grand nombre de leurs
expériences. Ce constat a, du reste, provoqué dans les rangs des économistes, un mouvement
en sens inverse. Il a poussé certains d’entre eux a rechercher dans les informations fournies
par les sciences du cerveau, des matériaux leur permettant de construire des mode¢les
alternatifs plus réalistes, au sens de leur congruence avec les résultats observes
expérimentalement. Il y aurait ainsi deux voies différentes et a certains €¢gards opposées, qui
ont conduit des chercheurs des deux disciplines a se rapprocher, en vue d’¢laborer un
programme de recherche commun ; d’ou les malentendus qui entourent, parfois méme
encore, ce programme neuroéconomique.

Une illustration en est fournie par les ambiguités suscitées par les utilisations qui ont été
proposées, de part et d’autre, des mod¢les bayésiens du traitement de I’incertitude. La théorie
¢économique eut, tout d’abord, recours a une modélisation d’inspiration bayésienne pour
formaliser I’inférence statistique qui préside (ou devrait présider) a la logique des choix dans
le cadre d’un calcul de probabilités dites « subjectives ». Ainsi, dans le mod¢le classique de
I’utilité¢ espérée, les probabilités associées aux anticipations des agents sont conditionnelles
aux conséquences attendues des choix qui seront arrétés. Si ces conséquences sont
identiques, quelle que soit l’option choisie, on en déduit, conformément a la régle
bayésienne, que la probabilité qui est associée a son occurrence est indépendante. Comme
elle n’est, en ’occurrence, porteuse d’aucune information nouvelle pour le décideur, elle est
alors considérée sans pertinence pour son choix (Savage, 1954). Depuis la célébre expérience
d’Allais (1953), de trés nombreuses expériences ont cependant montré que les choix
raisonnés des agents s’écartaient souvent sur ce point de ce modele. De fait, cette premicre
version du mod¢le de I'utilité espérée ne cherche pas a rendre compte des probabilités
subjectives des agents obtenues par induction de valeurs observées, mais propose seulement
un mode opératoire pour un choix « rationnel » dans un univers probabilisé. 11 s’agit par
conséquent d’une version statique du bayésianisme. Les véritables difficultés apparaissent
avec l'introduction de la dynamique, lorsque la perception du temps par les agents transforme
et complique, comme on le verra, la logique de leurs choix. L’hypothése simplificatrice tirée
de Bayes, selon laquelle la distribution de probabilités a posteriori (Posterior distribution)
serait la méme que la distribution initiale (Prior distribution), au nouveau facteur pres,
semble alors souvent remise en cause expérimentalement dés que l'on fait intervenir la
temporalité dans ce schéma. Il se confirme aujourd’hui qu’entre le temps¢ de la Prior
distribution et le tempst’ de la Posterior distribution, d’autres éléments que la simple
information fournie par cette nouvelle donnée interviennent dans la décision réfléchie des
agents.

De leur coteé, plusieurs chercheurs en neurosciences, estimant plus récemment que la
méthodologie dominante dans leur discipline restait principalement descriptive, ont utilisé



une approche bayésienne, pour formaliser dans des mod¢les calculables (computational) les
processus de transmission de Dl'information au sein des multiples niveaux des réseaux
neuronaux. Cette approche consiste a traiter le systéme nerveux comme un mécanisme qui
réagit aux informations fournies par son environnement, selon un schéma bayésien
d’inférence statistique qui traduit mathématiquement une actualisation permanente des
informations mémorisées a la lumiere des résultats obtenus. La dynamique de cet
« apprentissage renforcé » fournirait alors une base théorique pour comprendre le
phénomeéne central du codage neuronal (Dayan et Abbot, 2001 ; Doha, Ishi, Pouget, Rao
2007). Si cette formulation bayésienne d’une neuroscience théorique n’est pas partagée par
tous les chercheurs, elle constitue néanmoins, aujourd’hui, ce que 1’on pourrait appeler le
noyau dur de cette nouvelle discipline.

On serait tent¢ de voir, dans ces deux démarches opposées, une manicre de contradiction.
D’un c6té, les expériences de neuroéconomie portant sur des choix en avenir incertain, en
combinant des protocoles expérimentaux a des explorations d’imagerie, semblent infirmer
I’idée selon laquelle le travail cérébral, suivrait, en ces circonstances, une simple logique
d’inférence bayésienne. En sens inverse, la référence a un mécanisme stimulus — réponse qui
guiderait les titonnements de nos croyances, selon une regle bayésienne, semble aujourd’hui
en phase avec le fonctionnement cérébral observé a ’occasion des différentes tiches motrices
¢lémentaire. Plusieurs travaux expérimentaux réalisés sur la perception et, en particulier sur la
perception visuelle, paraissent valider ce schéma d’un fonctionnement cérébral qui suivrait
cette dynamique d’inférence bayésienne (Knill et Pouget, 2004 ; Simonelli, 2009). Comment
des lors, concilier les données contradictoires transmises par ces deux séries d’informations ?

Une premiere réponse s’appuie sur le fait que les expériences évoquées dans les deux cas
ne se rapportent pas exactement aux mémes fonctions cérébrales. 11 s’agit, dans le premier
cas, de choix conscients de la part de sujets placés dans différentes situations sur lesquelles ils
disposent d’informations objectives calibrées selon un répertoire précodé (conséquences,
probabilités...). Le second cas concerne le comportement de sujets confrontés a différents
stimulants visuels qu’il convient d’abord d’encoder pour leur permettre de donner sens a leur
perception. On serait tenté¢ d’avancer ici une maniere de paradoxe. Le mécanisme largement
inconscient de la perception visuelle en avenir incertain suivrait ainsi une loi proche de la
simple logique statistique, que 1’on ne vérifie plus lorsqu’il s’agit d’un choix raisonné. Ce
paradoxe cependant n’est qu’apparent. Si, en effet, les choix raisonnés en incertitude qui ont
¢té observés s’écartent de cette formulation ¢lémentaire de la logique bayésienne, il serait
inexact d’en tirer une preuve de leur irrationalité. Il semblerait plutdt qu’ils s’inscrivent dans
une logique plus flexible et sans doute plus subtile, qui a été¢ formalisée mathématiquement
par des fonctions cumulatives de rang, ou, plus récemment, par une généralisation de
fonctions logarithmiques bien connues (Takahashi, 2009, 2013). Cet écart par rapport au



modele simple de la logique bayésienne ¢lémentaire pourrait dés lors s’expliquer par le fait
que les choix risqués sont des opérations beaucoup plus complexes que ne le pressentaient
initialement les économistes, parce qu’elles mobilisent, a la fois, plusieurs fonctions
cérébrales différentes. Or ce sont précisément les travaux de chercheurs en neurosciences qui
ont mis en ¢évidence que ces choix réfléchis font nécessairement intervenir, outre le
raisonnement, une relation émotionnelle a la dimension temporelle, qui caractérise
précisément les anticipations. En sens inverse, il n’est pas surprenant que les systémes
neuronaux qui régulent I’adaptation non consciente de nos perceptions a un environnement
inconnu fonctionnent selon les régles statistiques plus rudimentaires de 1’apprentissage
bayésien. Il serait pour autant téméraire d’induire de ce constat, comme sont tentés de le faire
aujourd’hui certains spécialistes des neurosciences, que ces régles bayésiennes peuvent servir
de paradigme pour mod¢liser le fonctionnement de I’ensemble des activités cérébrales. Le
vrai probléme qui nous est posé est donc plutét celui de comprendre comment les
mécanismes premiers d’apprentissage de lincertitude se trouvent transformés dans les
projections intertemporelles conscientes qui guident nos choix.

Une seconde réponse fait intervenir une autre distinction, de caractere €pistémologique
cette fois. Les résultats mis en €vidence dans le cas de la perception ne prouvent pas que le
fonctionnement du cerveau soit bayésien, mais seulement que ces résultats correspondent a
ceux que fournirait un mécanisme bayesien. En d’autres termes, le bayésianisme invoqué a
cette occasion par les chercheurs en neurosciences est de caractere instrumentaliste et ne
concerne pas le réalisme d’une telle hypothese, qui impliquerait, cette fois, que le mécanisme
cérébral qui donne naissance a ces résultats soit lui-méme bayesien (Colombo et Series,
2012). Des modalités du fonctionnement cereébral qui ne correspondent pas a un mécanisme
bayésien peuvent, en effet, fort bien aboutir a des résultats interprétés, ou seulement méme
interprétables, en termes bayésiens. On I’observe notamment dans certains jeux répétés,
lorsque, par exemple, un mécanisme mental d’aversion au regret qui détermine les choix des
joueurs peut étre traduit dans les termes d’un algorithme d’apprentissage d’inspiration
bayésienne (Foster et Young, 2003, 2006). Il n’en résulte pas, pour autant, que le mode de
fonctionnement du cerveau de ces joueurs soit, lui-méme, bayésien.

La posture épistémologique adoptée aujourd’hui par les tenants d’une théorie bayésienne
des neurosciences évoque curieusement un instrumentalisme assumé il y a plus d’un demi-
siécle par 1I’économiste Milton Friedman, lorsqu’il défendait ce qu’il appelait une théorie
économique positive, contre une théorie réaliste (Friedman, 1953). Les choses ont changé, et
c’est en quéte d’une théorie réaliste que les économistes engagés dans la neuroéconomie
s’interrogent aujourd’hui sur le fonctionnement du cerveau. Il serait pour le moins troublant
que les chercheurs en neurosciences se prévalent maintenant de ce type de positivisme que
les économistes intéressés aux processus réels qui guident les décisions des agents et leurs



interactions ont, justement, abandonné. Nous prendrons, pour notre part ici, le pari que cette
quéte de réalisme se trouve également partagée par une majorit¢ des scientifiques des
neurosciences qui participent a ce programme de recherche commun.

Cette évocation des ambiguités qui accompagnent le recours a des modeles bayesiens
dans les neurosciences de la décision a ¢été choisie ici, parce qu’elle nous a paru
emblématique des obstacles épistémologiques rencontrés par I’approche interdisciplinaire qui
a ¢été choisie dans cet ouvrage. On les rencontre dans d’autres questions €galement traitées
dans cet ouvrage (I’appréhension de 1’autre, la référence a des normes...).

Notre ambition n’est pas ici de résoudre toutes ces questions, mais plutot de les éclairer,
en nous interrogeant sur la pertinence des articulations entre neurosciences et théorie des
jeux, et d’en dégager les interprétations qui nous paraissent les plus instructives pour mieux
comprendre les interactions sociales.

1. Sur cette question C. Schmidt, Neuroéconomie, Paris, Odile Jacob, 2010.



PARTIE 1

INTERACTIONS
ET INTERSUBJECTIVITE




CHAPITRE 1

L’intersubjectivite

Qui dit intersubjectivité dit subjectivité. Cependant il serait difficile de rendre compte des
interactions sociales en partant d’une conception solipsiste du sujet. Les relations et les
processus d’interaction apparaitraient alors extérieurs aux sujets. Le simple amorcage des
relations entre des sujets enfermés chacun dans leur bulle demanderait des constructions
compliquées. Chaque sujet devrait en lui-méme trouver tous les ingrédients de I’interaction et
en construire sa version, puis il devrait aussi trouver en lui-méme les moyens de raccorder
cette version a celle d’autrui, un autrui qu’il aurait di aussi construire par ses propres
moyens.

On peut s’épargner une partie de ces efforts en admettant que toutes les capacités du sujet
ne sont pas pleinement disponibles en lui-méme pris isolément et qu’elles ont besoin pour se
déployer de s’appuyer sur des situations d’interaction déja agencées par ses congéneres. Pour
naitre a la subjectivité, nous avons besoin d’interactions qui nous transforment, par lesquelles
nous transformons les autres, qui nous relient a des partenaires mais aussi qui nous plongent
dans une collectivité.

Le sujet est donc interactif. Il est d’usage de distinguer trois dimensions de ces
interactions, méme si dans la pratique il est difficile de les séparer : les interactions avec
I’environnement, celles avec des partenaires individuels, et celles avec des membres de notre
groupe d’appartenance ou d’un autre collectif — les interactions proprement sociales. Mais ces
interactions ont évidemment des incidences sur le sujet lui-méme, et y déclenchent d’autres
interactions, qu’on aura tendance a dire intrasubjectives par simplification, entre les
processus sensorimoteurs, cognitifs, affectifs, et actionnels. Le sujet se constituea la
charniére entre ces interactions intrasubjectives et ces interactions environnementales et
intersubjectives.

I

Cette perspective intersubjective traverse toutes les sciences sociales. Nous la rencontrons
déja chez I’'un des fondateurs de I’économie politique, Adam Smith, qui analysait dans sa
Théorie des sentiments moraux comment, en combinant des interactions entre partenaires et
les perspectives d’observateurs, on pouvait passer des émotions aux ¢valuations morales.
Plus proche de nous Peirce a développé une théorie de la signification qui exige, en plus d’un
signe et d’un objet dont il dépend, un interprétant — en fait une chaine de tels interprétants.
Cela va donc au-dela d’une relation duale comme celle d’'une causalit¢ ou d’une action et



réaction, et requiert une relation qui renvoie a une autre relation, comme « A donne C en
présent a B ». Passer ainsi a trois termes peut impliquer des interactions qui renvoient a des
tiers, ce qui permet a Peirce de relier la recherche du savoir a la succession de la dualité entre
propositions et critiques dans une communauté toujours ouverte sur le futur, donc sur de
tiers points de vue'. Dewey a proposé le concept de « transaction », qui fait de toute action
une interaction avec les autres et avec notre environnement : le sujet humain n’est plus
observateur extérieur d’interactions entre objets de la nature, mais impliqué en elle, et il ne
réagit pas simplement a des stimuli, mais il les interpréte selon ses attentes et tendances en
cours.

On sait que le sociologue Simmel avait fait de I’interaction le pivot de ses travaux. Il
montrait que toute interaction implique des effets en retour sur les partenaires, et qu’elle n’est
socialement définie qu’une fois intégrés ces effets de rétroaction. Il insistait lui aussi sur le
role, dans des interactions entre partenaires, du rapport au tiers — qui a un lien avec la
position d’observateur chez Smith?. Citons encore Goffman, qui a développé une sociologie
des interactions qui ¢tudie les diverses modalités de mise en présence des acteurs sociaux. Il
adopte une conception de I’interaction compatible avec celle de Simmel, mais analyse tres
précisément la maniere dont les acteurs sociaux définissent le type de situation dont est
censee relever leur interaction. Un type de situation indique des regles de déroulement de
I’interaction et assigne des roles a chacun. Goffman reconstitue les processus par lesquels ces
sujets tentent de construire des situations dont ils puissent tirer parti pour poursuivre le jeu
social sans « perdre la face », a condition de respecter ces « rites » du type d’interaction
engagée. La psychologie sociale a la Moscovici a ¢étudi¢ la maniere dont ces interactions
différent selon qu’elles ont lieu entre membres du méme groupe ou entre membres de
groupes différents. Aujourd’hui, une bonne partie des recherches en psychologie cognitive
est consacrée a I’¢tude des modalités d’installation de la distinction entre soi et
environnement et de la mise en place du rapport soi-autrui par contagion, imitation,
simulation, ou encore constitution d’une théorie « naive » de I’esprit des autres. Et les
neurosciences, nous y reviendrons, sont mises a forte contribution dans ces analyses.

L’analyse de la dimension collective des interactions s’est partagée entre I’économie et la
sociologie. La premiere I’aborde par la théorie de I’équilibre général d’un marché et surtout
par celle du bien-étre collectif et celle du choix social. Elle signale les difficultés que I’on a a
passer de l’individuel au collectif : méme en n’étant pas trop ¢€loigné d’un état collectif
d’équilibre dans un marché, on ne sait pas forcément comment changer les comportements
individuels pour y parvenir. Il n’existe pas de fonction d’agrégation des choix individuels en
un choix collectif qui puisse satisfaire parfaitement toutes les exigences d’une rationalité
sociale (nous reviendrons plus loin sur les perspectives ouvertes par la théorie des jeux). De
son coté, la sociologie a souvent pris comme point de perspective le collectif, pour penser la



pression sociale (Durkheim), les phénoménes de fusion et ceux de réciprocit¢ (Tarde,
Mauss), D'intériorisation des normes collectives (Parsons), et I’'inscription des stratégies
individuelles dans un cadre symbolique collectivement partagé (Bourdieu). En sens inverse,
les tenants de I’individualisme méthodologique ont tenté de reconstruire les interactions
sociales a partir de stratégies individuelles (Coleman, Boudon). Qu’on pense les interactions a
partir des relations intersubjectives ou du collectif, elles restent au centre des études en
sciences sociales.

D

Notre hypothése est que le sujet se constitue dans des interactions de différents types, les
suivantes s’appuyant sur les acquis des précédentes, selon plusieurs étapes. Nous pouvons
recourir aux neurosciences pour mieux documenter les spécificités de ces étapes, en suivant
le programme que nous nous sommes donné dans ce livre : proposer deux lectures de ces
interactions, 1’'une par un philosophe, 'autre par un économiste théoricien des jeux, qui
toutes deux s’appuient sur des résultats récents en psychologie et économie expérimentales et
en neurosciences. Notre but, dans cette partie, est de rendre le lecteur sensible a la diversité
des processus qu’il faut mettre en place pour assurer la constitution interactive de la
subjectivité.

On pourrait penser que cette constitution exige seulement I’existence préalable de
capacités de perception, cognition, motivation, motricit¢ et communication propres au sujet,
puis leur application aux autres humains, soit de manicre individualisée, soit de maniere
collective. Or d’une part la constitution des capacités du sujet implique déja celle de
différences entre soi et non-soi, ainsi que de celles entre soi et autres soi ; d’autre part une
application des facultés du sujet a autrui qui se ferait d’un bloc ne correspond pas a la réalité.
Différentes modalités de rapport a autrui se mettent en place, chacune modifiant les capacités
d’interaction du sujet avec autrui. Ces diverses capacités sont irréductibles les unes aux autres
et elles mettent en jeu des versions différentes d’autrui, mais aussi des versions du sujet. Leur
synergie est nécessaire pour notre intersubjectivite, elle-méme nécessaire pour la constitution
de notre subjectivité, contrairement au schéma d’une simple application de capacités de base
a I’objet « autrui », que nous venons d’évoquer.

Nous allons seulement indiquer des modalités qui ont été bien distinguées par les travaux
expérimentaux. L’ordre de cette exposition n’est pas forcément celui du développement
chronologique. On est trés tot sensible aux expressions, par exemple, alors que nous n’en
parlerons pas immédiatement. Certaines de ces capacités peuvent se développer en paralléle.
Simplement celles de la fin de la liste présupposent celles de son début. Non seulement ces
modalités sont différentes, mais la capacité¢ de les faire fonctionner de maniére distincte et
articulée est aussi nécessaire.
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Ces différentes modalités du sujet de I’'intersubjectivité se constituent toujours a travers
des interactions variées. Nous allons analyser chacune d’elles, pour montrer qu’aucune de ces
modalités n’est une capacité sortie tout armée de notre cerveau avant des interactions. Les
interactions sont nécessaires pour leur émergence. La preuve en est que les différents types
d’interactions dans lesquelles nous sommes engagés font chacun apparaitre un probléme, et
que chaque modalité est une réponse a un de ces problémes.

1) Partons du systéme sensorimoteur’. Nos mouvements changent notre environnement
— quand nous déplagons des objets — et ils changent les dispositions de notre corps ainsi que
notre position dans cet environnement. Nous rencontrons alors un probleéme : il se produit
d’autres mouvements que les notres dans I’environnement. Nos mouvements et ceux d’autres
mobiles produisent tous deux des mouvements apparents sur notre rétine. Nous disposons la
plupart du temps d’un critere simple pour distinguer nos mouvements de ceux des
autres mobiles : le mouvement de notre téte qui tourne, par exemple, crée une rotation
apparente de tout notre environnement, alors que le mouvement d’un autre mobile se détache
sur D’environnement, que celui-ci soit immobile ou qu’il soit animé d’un mouvement
homogene. Mais si nous bougeons un objet, il se comporte comme un mobile qui se détache
sur ’environnement. 11 nous faut avoir enregistré que nous €tions I’origine de ce mouvement
pour pouvoir le distinguer des autres mobiles de ’environnement. On suppose alors que
nous disposons d’une « copie d’efférence », donc d’une information sur la sortie
(I’efférence) de la commande motrice que nous avons déclenchée, méme si c’est 1a une
dénomination ramassée pour des processus neuronaux qui semblent complexes. Notre
interaction avec les objets que nous déplacons se détache ainsi des interactions d’autres
mobiles avec notre environnement. La comparaison de ces deux modes d’interaction est ainsi
a I’origine d’une premicre distinction entre soi et non-soi. Nous retrouverons sans cesse cette
caractéristique : nous sommes constitués non pas seulement dans des interactions, mais aussi
dans la comparaison entre des interactions différentes, par une sorte d’interaction au carre.

2) Si nos actions atteignaient toujours leurs cibles, et nous permettaient toujours
d’atteindre des états de satisfaction, il nous serait difficile de construire une subjectivité. Nous
ne disposerions pas, en effet, de ce signal de distinction entre soi et non-soi qui tient a ce
qu’entre nos actions et nos buts peuvent se dresser des obstacles. Inversement, si tout
obstacle nous contraignait a changer de buts, nous ne pourrions pas maintenir face aux
obstacles de I’environnement une constance dans les motivations du soi, et il perdrait de sa
consistance. C’est donc en fait dans I’interaction entre une activité motivée, orientée vers un
¢tat de satisfaction qui passe par I’atteinte d’une cible dans ’environnement, et les obstacles
qu’elle rencontre, que peuvent a la fois se maintenir les motivations du soi et s’ajuster nos



activités aux contraintes de I’environnement, ce qui manifeste la stabilité et la résistance a la
fois du soi et du non-soi*.

3) Les neurones miroirs (découverts par Rizzolatti et son équipe) ont €t¢ observés d’abord
chez des singes. Ils ont la propriété de s’activer aussi bien quand un singe déclenche un type
de mouvement — orienté¢ vers un but — que lorsque I’expérimentateur (un animal humain)
active un mouvement similaire vers un but similaire. Nous en possédons aussi. Le probleme
est qu’un tel dispositif pourrait nous amener a confondre le soi et le non-soi, si, quand nous
voyions un tel mouvement chez autrui, nous étions poussés a déclencher de notre cote le
méme mouvement. Mais précisément, nous sommes capables, ainsi que les singes et d’autres
animaux, d’activer nos neurones miroirs tout en inhibant le déclenchement du méme
mouvement (certains schizophrenes ont bien du mal a résister, et a ne pas déclencher les
mouvements qu’ils voient accomplis par d’autres). La conjonction de ce couplage (activation
des neurones miroirs) et de ce découplage (inhibition des neurones moteurs liés au méme
mouvement) nous fournit la structure paradigmatique d’une interaction qui permet de lier
deux sujets tout en les distinguant. Nous allons retrouver bien des fois par la suite ce
dispositif de couplage d’une activation et d’une inhibition, couplage qui permet d’entretenir
une certaine activation (ici, celle du neurone qui interviendrait dans le mouvement s’il était
déclenché) tout en inhibant certaines activations conséquentes (ici, le déclenchement du
mouvement).

4) Méme une fois autrui distingué du soi par I’'inhibition du mouvement imitatif, nous
pouvons encore rencontrer le probléme de distinguer les mouvements de deux sujets qui
visent une méme cible selon des motivations qui ne visent pas seulement la cible, mais
déclenchent une compétition entre eux, voire avec nous. Pour résoudre le probléme de notre
orientation dans cette structure triangulaire, le suivi du regard d’autrui, étudié par Baron-
Cohen, nous est tres utile. Il nous permet de découvrir 'objet de I'intérét de chacun (par
exemple le premier s’intéresse a un objet et le second a I’'intérét du premier pour cet objet).
Nous pouvons alors choisir ou non de nous intéresser au méme objet, d’entrer en
compétition avec 1'un pour posséder cet objet, d’aider I’autre, etc. Ce suivi des regards est
d’ailleurs aussi nécessaire pour coordonner nos actions quand nous devons nous mettre a
deux pour mouvoir un objet lourd.

5) Nous sommes tres tot sensibles aux expressions faciales d’autrui et aux affects qu’elles
manifestent (les bébés tirent la langue quand on leur tire la langue, puis savent modifier leurs
propres expressions en résonance avec celles de leur entourage). Ces expressions nous aident
a résoudre un probléme fondamental, celui d’identifier I’intentionnalit¢ d’autrui, alors méme
que cette orientation mentale n’est pas directement observable. Ce que les philosophes
appellent « intentionnalité », c’est la visée d’un référent, d’une cible, en tant que présentant
un certain aspect. Si les mouvements visent la cible, I’expression peut indiquer 1’aspect, par



exemple qu’autrui veut se garder des risques que présente la cible ou bien bénéficier de ses
attraits. Nous pourrons ainsi éviter un danger si nous détectons de la peur dans la posture
d’autrui et sur son visage, ou un aliment toxique si nous y voyons du dégoft.

Nous ne serons cependant sensibles aux mouvements qui peuvent traduire des intentions
que s’ils sont portés par des €tres que nous rangeons dans la catégorie des humains ou plus
geénéralement des vivants animés d’intention. Nous les reconnaissons précisément au fait que
chez eux se combinent mouvements orientés vers des cibles et expressions faciales qui
révelent a quel aspect de la cible il y a réaction. Nous n’attribuons pas d’intention nocive au
robot qui a déclenché un mouvement qui se trouve contrecarrer le notre (I’'imagerie cérébrale
le confirme : nos réactions neuronales envers les robots ne sont pas les mémes qu’envers les
humains), mais nous sommes tentés de nous mettre en colére quand un humain a
I’expression hostile ou indifférente a déclench¢ un mouvement similaire (les robots
« expressifs » n’auront donc pas que des avantages). Ainsi nous nous construisons comme
sujets en apprenant a distinguer ceux qui sont des sujets de ceux qui ne le sont pas. Et nous
les distinguons la encore en comparant deux modes d’interaction, celui des mouvements
orientés et celui des expressions.

6) Examinons maintenant la différence entre imiter autrui et coordonner avec lui nos
efforts pour une tdche commune, par exemple déplacer un meuble lourd. Certes il est
toujours utile dans cette tiche de pouvoir identifier I’intention des mouvements d’autrui, par
une sorte d’imitation interne, mais le probléme est que cette tiche exige souvent que nous
ayons des mouvements dissemblables et complémentaires — si vous avancez, et que j’aie pris
le meuble face a vous, je dois reculer, donc aller a I’encontre de ma tendance a I’imitation.
Dans cet exemple, I’objet commun et ses « réactions » a nos mouvements opposés sont 1a
pour nous contraindre a la complémentarité. Un probléme plus délicat se pose lorsque nous
devons faire des mouvements préparatoires pour rendre possibles des mouvements futurs
d’autrui. Pour le résoudre, il nous faut alors définir nos mouvements en fonction de la
trajectoire dont nous anticipons qu’elle va étre la sienne (par exemple amorcer une rotation
du meuble transporté de ’horizontale a la verticale de manicre a pouvoir plus loin passer par
une porte étroite).

L’efficacit¢ de ces coordinations est d’ailleurs surprenante. Dans certaines expériences,
chacun des deux partenaires doit agir sur le levier a sa disposition pour influencer la position
d’un pointeur sur un écran (Reed ef al., 2006). Or les deux leviers sont joints par une tige ;
on pourrait donc penser que chacun entrave le mouvement de I’autre. C’est le cas au début,
mais ensuite et tres vite chacun spécialise son action, 'un contr6lant I’accélération du
mouvement du pointeur et ’autre sa décélération (cela sans pouvoir nécessairement expliciter
cette dualité de roles). Cette coordination est méme plus efficace que les mouvements d’un
sujet qui doit accomplir a lui seul la tache.



On peut se demander a partir de quel stade de ces développements on peut considérer
comme directement pertinent le type d’analyse propre a la théorie des jeux®. Elle exige d’un
joueur la capacit¢ d’identifier les diverses intentions possibles d’autrui en réponse a ses
propres intentions (une stratégie en théorie des jeux est une liste complete qui indique, pour
chaque coup possible de I'autre joueur, le coup choisi en réponse par le joueur considére).
Les capacités données par les neurones miroirs ne suffisent pas, parce qu’elles ne permettent
que des anticipations limitées — le mouvement n’est identifi¢ qu’une fois déja entame. Le
suivi des regards et des expressions peut nous permettre d’anticiper certains mouvements
d’autrui, mais il ne nous indique pas de mani¢re claire une multiplicit¢ de différents
mouvements possibles. Quand nous devenons capables d’imiter autrui pour I'imiter et donc
d’activer des mouvements comme n’¢tant pas de notre chef — nous nous comporterions
spontanément autrement — et que nous combinons cette capacité avec les précédentes, on
peut penser que nous sommes capables d’anticiper différents comportements d’autrui. Il reste
a savoir ajuster nos comportements sur ces différents comportements possibles, ce dont nous
assure la capacité¢ de nous coordonner avec autrui (cela n’implique pas que la théorie des jeux
ne traite que de jeux dits de coordination — les joueurs peuvent €tre en compétition — mais
qu’elle implique une capacité de chaque joueur a évaluer chaque coup en corrélation avec tel
coup d’un autre joueur). Il s’agit la de conditions minimales pour pouvoir tenir les sujets
d’une interaction pour des joueurs de theorie des jeux. Nous verrons plus loin qu’on pourrait
aussi exiger davantage.

7) Nous imitons aussi bien les mouvements d’autrui orientés vers une cible que ses
expressions faciales, ses gestes expressifs ou ses postures, et ces partages peuvent étre le fait
de plusieurs partenaires, si bien qu’un « nous » commence a se constituer. Mais cela introduit
une nouvelle complexité : dans un « nous », le rapport entre deux partenaires est observé par
des tiers qui sont membres du méme groupe. Or nos tendances a I’imitation peuvent nous
amener a imiter des gens qui ne font pas partie de ce groupe. Une telle imitation doit-elle
automatiquement impliquer, dans 1’esprit de tiers qui sont membres du groupe, que nous
partageons les visées et sentiments d’un extérieur au groupe ? En fait ce n’est pas forcément
le cas, et méme nous utilisons la réponse a ce probléme comme un moyen de marquer les
frontieres du groupe. Notre imitation va s’adresser non pas a celui que nous imitons, mais
aux tiers — ainsi reconnus comme référents du groupe. C’est ce qui se passe quand, au lieu
que notre imitation soit un partage de I’activité de ce partenaire et de ses sentiments, nous
imitons autrui pour I'imiter. C’est autrui qui devient la cible, et nous imitons autrui pour un
public de tiers dont il est exclu, ce qui est une manicre d’afficher notre appartenance au
groupe en en excluant celui que nous imitons.

8) Constituer un groupe, c’est a la fois privilégier certaines interactions — entre les
membres du groupe — et les distinguer d’autres interactions avec des personnes qui n’en font



pas partie — la encore, on retrouve la comparaison entre deux modes d’interaction. Il faut
pour cela résoudre un nouveau probléme, celui de pouvoir distinguer trois sortes de tiers :
ceux qui ne sont pas membres de mon interaction locale avec un autre, face a face, mais qui
sont bien membres du groupe ; ceux qui sont bien en tiers par rapport au groupe, mais parce
qu’ils sont membres de I’autre groupe ; enfin ceux qui ne sont membres ni de I'un ni de
I’autre — les tiers « indépendants ». Certains travaux philosophiques sur les « nous », ou I’étre
ensemble, comme ceux de Searle ou de Margaret Gilbert, se concentrent sur la formation du
groupe a partir d’individus qui sont ses membres, sans préter attention au fait que se
constituent en méme temps ces différences entre tiers. Or on ne peut former un groupe a
deux, sans le soutien de tiers qui font aussi partie du groupe, et sans se distinguer des tiers
qui n’en font pas partie pour une des deux raisons que nous venons d’évoquer.

Nous avons vu qu’au sein d’un groupe, les expressions émotionnelles devaient pouvoir se
propager. Or si nous sommes attentifs aux expressions de nos proches comme membres du
groupe, nous sommes particulierement attentifs a leurs expressions quand ils apercoivent des
visages inconnus de nous. Leur expression de mefiance suffit a nous faire rejeter le contact
avec ces nouveaux venus, et cela plus encore si nous observons qu’il y a sur ce point
contagion entre les expressions de nos proches. On a ici une structure au moins
quadrangulaire : nous observons la convergence des expressions entre des proches qui
observent un tiers inconnu. Leurs attitudes deviennent contagieuses, contagion d’autant plus
influente qu’ils sont nombreux a converger ainsi.

On peut penser que quand un groupe a des réactions de rejet induites par des facies
supposés prototypiques, elles sont déclenchées par ces phénoménes de contagion expressive
corrélés a quelques traits de facies — ces traits ne sont pas nécessairement toujours les mémes,
ce peuvent étre chaque fois quelques traits parmi ceux qui appartiennent a une gamme
donnée. Ces réactions de contagion, comme celles que nous avons précédemment évoquées,
sont au ceeur des processus qui nous permettent de nous reconnaitre « entre nous » comme
faisant partie d’un groupe, par opposition a ceux que notre groupe n’admet pas en son sein.
Elles ont pour fonction, plus peut-&étre que de constituer un antigroupe, de constituer le
groupe et de renforcer ses liens. C’est parce qu’il ne nous est guere possible, dans nos
réactions de défiance, de vérifier que nos convergences de réaction reposent bien sur des
identifications d’un unique et méme trait d’un individu, que nous en arrivons a définir
caricaturalement les traits de membres des groupes adverses. La rapidité avec laquelle nous
allons nous défier de ceux envers qui les membres de notre groupe expriment de la méfiance,
et avec laquelle nous allons accorder notre confiance a ceux a qui ils ’accordent est sans
doute encore une manicre de démontrer notre attachement au groupe.

9) A ce stade, nous pouvons déja esquisser une typologie des différents roles assignés aux
tiers. Nous avons vu que des objets pouvaient étre en tiers entre deux personnes, l’une



suivant le regard de ’autre — voire, selon René Girard, concluant au désir de I"autre pour cet
objet. Mais un objet en tiers n’implique pas forcément de rivalité : un objet a manipuler en
commun peut servir de médiateur de coordination. Les tiers, ce sont aussi et surtout les
autres, ceux de notre groupe, ceux du groupe adverse, et les indépendants. I1 faut y ajouter le
role d’autorité de référence que peuvent jouer des tiers pour régler les disputes entre moi et
un autre membre de ma parenté ou de mon groupe. Ce role est a distinguer de celui de simple
observateur non participant (clé de la construction d’Adam Smith), puisque nos parents ou
les membres référents de notre groupe peuvent participer a nos interactions. Mais méme
comme observateurs, voire in abstentia, les tiers peuvent jouer un rdéle décisif, du moins si
les partenaires des interactions se référent a leur opinion supposée pour réorienter leurs
actions. Selon Simmel, une interaction ne trouve véritablement son statut social que si d’une
part la réinterprétation par chaque partenaire de ’action de l'autre a produit son effet
rétroactif sur I’interprétation de I’interaction par I’autre partenaire, et que d’autre part ce statut
peut étre supposé admis par des tiers référents (il n’est pas nécessaire qu’ils montrent leur
approbation, il suffit qu’ils ne manifestent pas de désapprobation).

10) Ajoutons a présent a notre €difice de constitution interactive des sujets un élément qui
pourrait renforcer la pertinence d’une analyse en termes de théorie des jeux. Jusqu’ici, nous
avons construit le socle de I’intersubjectivation sur des mouvements, des regards, des
expressions, des réactions conjointes. Si intentions d’autrui il y avait, elles étaient toujours
gagées sur les cibles visées, les mouvements pour les atteindre, ou les expressions
observables. Tout cela pouvait jouer sans méme que les sujets en aient une conscience
suffisante pour qu’ils puissent en expliciter le contenu. Nous avons vu que les expressions
nous donnaient une idée des intentions d’autrui, qui ne pouvaient étre observeées de maniere
directe. Mais un probléme supplémentaire se pose : autrui pourrait avoir un ¢tat
d’information différent du nétre, ce qui exige de nous, pour comprendre autrui, soit de ne
pas tenir compte d’observables dont nous sommes seuls a disposer, soit de supposer chez
autrui des informations issues d’observables auxquels nous n’avons pas acces.

La premiére situation a été stylisée dans la tache dite de la « fausse croyance ». On fait
voir a un enfant — qui a le role d’un observateur en tiers — un autre enfant qui voit un adulte
mettre des bonbons dans une boite. Puis cet enfant sort, et ’adulte déplace a la vue du
premier les bonbons dans une deuxiéme boite. On demande a notre observateur dans quelle
boite ’enfant qui va revenir cherchera les bonbons. Avant 4 ans, il répond qu’il s’agit de la
deuxiéme boite. Plus agé, il reconstruit les représentations de I’enfant qui est sorti, et répond
que c’est la premicre boite.

L’interprétation usuelle de cette expérience est un peu similaire, bien qu’inverse, a celle de
I’inhibition du mouvement pourtant préactive dans 1’aire de préparation motrice par les
neurones miroirs : ’enfant observateur, pour donner la bonne réponse, doit inhiber sa



propre représentation de la véritable place des bonbons, et reconstruire la représentation
d’autrui, alors méme qu’il la sait fausse (dans le cas des neurones miroirs, le sujet doit inhiber
le mouvement induit dans sa zone de préparation motrice par le mouvement d’autrui, non
parce qu’il est faux, mais parce que ce n’est pas le sien).

Cependant, on a observé que des bébés peuvent déja étre sensibles aux €léments de cette
situation puisqu’ils sont surpris — ils sucent plus vigoureusement leur tétine — quand ils
voient ’enfant revenir et chercher les bonbons dans la deuxieéme boite (Frith C. et Frith U.,
2007) ! Il semble donc que tous les enfants, méme avant 4 ans, soient sensibles au fait que se
pose pour I’enfant qui est sorti un probleme de localisation des bonbons, mais qu’ils ne
pensent pas, avant 4 ans, que la « bonne réponse » qu’on attend d’eux puisse €tre autre que la
« vraie » localisation.

Le probléme ne serait donc pas simplement de constituer une capacité a penser en
changeant nos propres représentations et en les remplagant par celles d’autrui — capacité que
nous n’arrivons a posséder, méme adulte, que de maniére limitée. Il serait d’arriver a
identifier quelle est la bonne incidence du point de vue d’autrui et de ses représentations sur
notre réponse a I’expérimentateur — sur notre interaction avec un tiers référent —, dans le cas
ou les informations d’autrui et ses observables différent des notres et des tiers référents, donc
des propositions sur le monde que nous pouvons partager avec ces tiers référents.

Il faut ici distinguer la capacité d’imaginer chez autrui des intentions alors qu’aucune
expression ou comportement ne les indique directement, et la simple sensibilit¢ aux
différences d’information sur le monde entre nous et autrui. Car cette sensibilité, 1a encore,
semble déja présente chez des bébés. Ils sont sensibles des 12 mois a la différence entre des
nouvelles fraiches et des nouvelles déja connues par ceux qui les entourent. Ils marquent une
préférence pour leur dire ce que ceux-ci ne savent pas (une tendance qui nous poursuit une
fois adultes, et qui fait que bien des informations supposées confidentielles sont diffusées).
On peut en inférer que lorsqu’ils communiquent, ils tiennent compte de ce que les autres ne
savent pas. C’est d’ailleurs en étant sensibles a des signaux de I’intention des adultes de leur
communiquer quelque chose (au départ a des signaux non sémantiques) qu’ils peuvent
apprendre leur langue en repérant des mots nouveaux comme tels et en en mémorisant une
dizaine par jour.

La encore, on retrouve ces processus d’inhibition qui permettent de mieux constituer les
différences entre divers soi. Nous inhibons la communication des informations quand nous
pensons que I’état de savoir des autres est le méme que le notre. La encore il s’agit d’une
comparaison entre deux modes d’interaction, celui de cette inhibition d’une communication
en cas de savoir commun, et celui de I’'inhibition de cette inhibition. Cette derniére déclenche
la communication, et permet par 14 méme de rendre saillante ce qu’on appelle 'intention de



communication. On ne produit donc pas de signal de communication si I'on pense
I’information déja partagée. Dés lors qu’un signal s’adresse a nous, nous présupposons qu’il
nous apportera une information que nous n’avons pas®.

On sait que cette tache de la fausse croyance a pu servir d’argument aux partisans de la
theory theory contre ceux de la « simulation ». Les premiers pensent qu’il est nécessaire, pour
résoudre cette tache, d’avoir constitu¢ une théorie (naive) de la manicre dont fonctionne
I’esprit de nos semblables, ce qui nous permet de faire des inférences sur les croyances
d’autrui en fonction des informations dont nous savons qu’ils en disposent. Les seconds
jugent qu’il suffit d’avoir nous-méme des dispositions a tirer des inférences des observables,
et de nous mettre avec nos propres dispositions dans la situation d’autrui — donc d’identifier
les observables accessibles a autrui — pour la résoudre. La discussion menée par C. et U.
Frith, leur rappel des observations sur les bébés et notre prise en compte du rapport au tiers
(I’expérimentateur) nous permettent de prendre une position intermédiaire. Dans ses réponses
a Dexpérimentateur, I’enfant penserait devoir utiliser une théorie du monde qui soit
partageable avec des tiers, et une telle théorie n’inclurait pas encore, avant 4 ans, le monde
inobservable des représentations d’autrui. Mais, dans sa vision de la situation, ’enfant serait
déja capable, par « simulation », en se mettant « dans les chaussures de 1’autre », de voir la
situation a partir d’un point de vue qu’il n’occupe pas maintenant mais qu’il pourrait occuper
sans difficulte.

Par parenthése, la théorie de I’alter ego que 1’on trouve chez Husserl est plus proche de la
deuxiéme position que de la premiere. Pour lui, ¢’est de notre point de vue de sujet, d’ego,
que nous pouvons penser la possibilit¢ d’un point de vue qui est celui d’Alter. I1 faut pour
cela pouvoir assigner comme origine a la perspective d’Alter un illic, un la-bas tel qu’il
puisse se transformer en /ic, ici, et que la transformation réciproque soit aussi possible, tout
en respectant la priorité de I’origine propre a ego, celle du Aic. Or si ces transformations
réciproques sont relativement aisées quand elles consistent simplement a interchanger les
points origines des perspectives, elles sont plus difficiles quand on en vient au niveau du
contenu des représentations, donc des « théories » au sens utilisé ici. Je ne suis pas capable de
complétement activer les représentations d’un schizophréne ou celles d’un mathématicien de
génie, pas plus que celles d’un chasseur Nambikwara émérite. Husserl ne recourt donc pas a
une « théorie de D’esprit ». 11 soutient que cette réciprocité des transformations, qui conserve
la priorité de 1’ego, est assurée de mani¢re immédiate, par une Einfiihlung, une sorte de syn-
esthése voire d’uni-esthésie, un concept qu’il a emprunté a Lipps : je me déplacerais dans la
situation d’autrui avec mes propres capacités sensibles.

11) Jusqu’a cette dixieme ¢tape, nous avons bien vu se constituer un sujet et ses
différentes capacités, un sujet qui peut faire la différence entre lui et I’environnement, lui et
les autres, lui et d’autres groupes, etc. ; mais cela n’implique pas nécessairement qu’il ait une



conscience de soi qui soit autre que la conscience de ces différences.

Les neurosciences nous apprennent que lorsque nous laissons notre esprit errer, sans fixer
notre attention sur un contenu, nous entrons dans un ¢€tat que les chercheurs nomment le
« mode par défaut », et ils suggerent que ce pourrait étre 1a une forme de conscience de soi.
Mais c’est bien la un « soi » par défaut, donc obtenu comme le résidu qui demeure quand on
a mis de coté les fixations sur les objets de ’environnement et sur autrui. C’est encore un soi
par différence avec le non-soi, un soi produit par une comparaison entre deux modes
d’interaction, celui entre soi et non-soi, et celui qui persiste quand on a inhibé ce premier type
d’interaction (la encore, nous retrouvons le réle du couple activation/inhibition).

Nous pouvons a présent en venir a un mode plus positif du soi, si nous apercevons que
ce probléme des inobservables auquel nous nous heurtons a propos d’autrui, nous le
rencontrons aussi, sous une autre forme, a notre propre propos. Nous ne disposons pas de
manicre observable de tous les éléments qui nous concernent ; nous devons les compléter par
des inobservables, en utilisant les capacités a les inférer qui ont ét¢ mises au point pour
autrui. Le sujet qui s’applique a lui-méme cette capacité va alors avoir une image de soi donc
une conscience de soi au sens plein du terme, une conscience du soi qu’il est. Non seulement
1l donne un contenu a la différence entre non-soi et soi, non seulement il se saisit
relationnellement en donnant un contenu au non-soi (objet ou autrui), ou encore il existe
résiduellement (dans le mode par défaut), mais encore il se donne a lui-méme un contenu.
Ainsi, a la racine de la conscience de soi, on trouve un effet en retour sur le sujet de la
différence soi/autrui.

Les traitements cognitifs qui concourent aux particularités de notre subjectivité
fonctionnent d’abord dans 'ombre. Ils ne transmettent a notre conscience que ce qui fait
saillance, cohérence et pertinence. Or cela seul peut rentrer dans le champ de ce qui est
communicable. La conscience serait alors une sorte de champ intermédiaire entre le purement
privé — qui travaille en nous et déclenche bon nombre de nos réactions, mais qui n’est pas
partageable — et le vraiment public — ce qui est communiqué. Ce serait le champ de ce que
nous pouvons inhiber au lieu de le communiquer, mais aussi de ce dont I’inhibition en
question peut étre levée (par une inhibition d’inhibition). Le sujet conscient se construirait
donc dans les interactions intersubjectives et selon leurs dispositifs, celui de la comparaison
différentielle entre deux modes d’interaction, et celui du couplage/découplage que forme le
duo activation/inhibition.

12) Non seulement nous devons deviner ces inobservables que sont les intentions
d’autrui, mais il nous serait utile d’en imaginer plusieurs versions, de maniere a ne pas étre
pris au dépourvu dans nos réactions. Cependant, pour résoudre ce probléme, nous n’avons
pas besoin de créer un monde irréel a c6té du monde réel. Il nous suffit d’inhiber notre prise



directe sur le monde réel et, parallelement, de libérer les tentatives de représentations qui ne
pouvaient ou ne pourraient fonctionner dans le monde réel actuel, et cela en inhibant
partiellement leurs inhibitions. Cette capacité, nous la trouvons déja dans les jeux des enfants
qui ne sont pas « pour de vrai », en anglais les activités de « pretense ». Elles leur permettent
d’évoquer entre eux des mondes certes incomplets mais dont le partage est plus attractif que
celui du monde réel.

13) Il devient alors utile de pouvoir indiquer ces inobservables aux membres de notre
groupe alors méme que nous ne sommes pas en contact direct avec eux. La solution est
d’utiliser des symboles, qui assurent des liaisons in absentia. Nous ne serions sans doute pas
capables d’activités symboliques si nous n’¢tions pas capables de fictions, car les deux
activités se renforcent I’'une I’autre. Les jeux d’enfants combinent des comportements réels et
des fictions, si bien que ces comportements reels sont cens€s avoir des résultats qui sont
imaginaires, hors de proportion avec leurs effets réels. De méme, la transmission de symboles
ne vaut pas par ses effets directement observables, puisque nos communications par
symboles sont surtout censées modifier les représentations d’autrui, qui ne sont pas
directement observables. Comme les jeux, les activités de production et de manipulation de
symboles permettent de construire des mondes — trés incomplets, mais qui peuvent traiter des
aspects principaux de nos existences sociales.

14) L’usage des symboles pose un probléme supplémentaire : il exige une communication
dédiée aux instructions concernant cet usage. Nous devons apprendre leurs codages comme
tels et ce dispositif supplémentaire est le prix a payer pour un meilleur partage des
connaissances. Qu’il y ait un niveau ou les différences intersubjectives soient réduites autant
qu’il se peut, non pas dans I’idéal mais dans la pratique effective des apprentissages, est
paradoxalement la condition pour avoir un accés au summum de I’intersubjectivité, le monde
culturel.

La capacité de passer de I’actuel au fictif et au monde symbolique est donc liée a la
possibilit¢ d’apprendre en suivant des instructions explicites. Un tel apprentissage n’est
efficace que dans un cadre interactif, en pouvant bénéficier de commentaires sur nos essais
qui nous expliquent en quoi soit le résultat, soit la méthode étaient déficients. Pour ce faire, il
faut que nos partages portent non seulement sur la description de ce que nous avons
effectivement accompli, mais aussi sur celle de ce que nous aurions dii accomplir. Si bien des
effets de I’apprentissage fonctionnent selon des processus dont nous n’avons qu’une
conscience implicite, ces derniers effets exigent une conscience explicitement partagée. Ce
mode de conscience partageable semble bien requis pour que le sujet lui-méme puisse
parvenir 2 un mode de conscience reflexive explicite, et reprendre a sa manicre, en les
réélaborant, des représentations créées par ces communications ou instructions qui €taient de
la part d’autrui délibérées.



Le sujet ne se construit donc que dans des interactions, et cherche comme guides de ses
interactions avec son environnement celles qu’il peut avoir avec d’autres sujets. Il se construit
par la combinaison de deux processus qui, chacun, mettent en jeu une forme de dualité :
activer des imitations ou simulations d’autrui mais pouvoir les inhiber ; comparer des modes
d’interaction différents et les faire interagir. Cette combinaison finit par lui permettre de vivre
non seulement sur un mode actuel, mais sur un mode virtuel, parce qu’il met entre
parentheses certains effets sur le monde réel de ses actions, et qu’il laisse cours a d’autres
possibilités qui ne pourraient pas s’incarner dans des réalités présentes. Il peut s’agir
d’anticipations, de reconstructions partageables des représentations d’autrui, de signalisations
d’intentions de communication, ou encore de partages de fictions et de constructions
symboliques.

Il semble que trois strates principales soient nécessaires dans cette édification de la
subjectivité : la différenciation soi/non-soi ; les mises en résonance avec d’autres soi
(imitation des mouvements, contagion des €émotions, coordination d’actions communes) ; la
différenciation entre des transformations qui portent directement notre environnement et
d’autres qui transforment d’abord les relations intersubjectives — la communication,
I’apprentissage, le partage de fictions et de symboles. On notera que si la théorie des jeux
trouve déja un terrain d’analyse pertinent dés la deuxiéme strate, ses concepts et ses
mod¢élisations offrent un cas paradigmatique de développement des potentialités offertes par
la troisiéme.



Commentaire L’intersubjectivité des agents
économiques

La science ¢conomique est souvent présentée comme I’hériticre directe de I’économie
politique, une approche des phénomenes sociaux apparue dans la seconde moiti¢ du
xvir® siécle, a la faveur des travaux de philosophes sensualistes appartenant a 1’Ecole
écossaise, dont le plus célébre est, aujourd’hui, Adam Smith’. Une telle présentation fait fi
d’une rupture intervenue, prés d’un siecle plus tard dans le développement de la discipline,
au point qu’a certains égards, il n’est peut-étre pas exagéré d’avancer 1’idée d’un changement
de paradigme et, a tout le moins, de perspective. L’agent économique de Smith est un étre
social qui, au cours d’activités d’échange, et de production, arbitre entre différentes passions,
au sens ou I’entend Hume. L’agent économique conceptualisé a la fin du xix° siécle est un
sujet individuel dont toutes les activités économiques sont les résultats de décisions émanant
d’un calcul raisonné. Il n’est guere surprenant, dans ces conditions, que I’intersubjectivité ne
soit pas appréhendée de la méme maniere dans I’économie politique d’Adam Smith et dans
les sciences économiques contemporaines.

Selon la premiére perspective, ce qui a ét¢ nommeé « intersubjectivité » est, comme Pierre
Livet I’a rappelé dans ce chapitre, indissociable du champ d’action des agents économiques,
puisque le fonctionnement des interactions économiques dépend, en amont, d’un jeu mental
de caractére social (I’autre, les autres, la position du tiers). Ce n’est pas, dés lors,
I’intersubjectivité qui pose probléme a Smith et a ses continuateurs directs, mais plutot
I’identification de la subjectivité. Elle se révele a ’occasion d’une opération économique,
comme I’échange. Smith rappelle, dans une formule devenue célébre et souvent citée, que ce
qui pousse le boucher et le boulanger a mettre leur production sur le marché n’est pas le désir
de nourrir la population, mais, bien plutot, leur intérét personnel, entendons ici, la
manifestation de leur subjectivité intéressée. Avec l'intérét personnel on tient donc une
propriété singuliere du sujet. Cette mise en évidence de la subjectivité s’effectue, ici, dans le
cadre de 'intersubjectivité, puisque nos commercants savent parfaitement que, sans clients,
ils ne pourraient pas satisfaire leurs intéréts subjectifs. Il reste toutefois a comprendre
comment fonctionne cette intersubjectivité.

Dans la seconde perspective, qui domine aujourd’hui encore 1’analyse économique, les
actions des hommes qui déterminent les phénomenes économiques sont les choix réfléchis
décidés, dans la majorité des cas, par des individus. Une référence essentielle pour effectuer
ces choix est celle des préférences strictement subjectives dont sont dotés tous les individus,
au moyen desquels ils peuvent hi€rarchiser les conséquences possibles des actions qu’ils
envisagent d’entreprendre. C’est ainsi que chaque individu est supposé construire un ordre



(ou, tout au moins, un préordre) de préférence sur les conséquences anticipées de ses choix,
auquel renvoie sa décision raisonnée. On part donc, cette fois, d’un sujet, caractérisé par ses
préférences individuelles. La difficulté réside, ici, a 'opposé de la perspective précédente,
dans la recherche des voies de passage entre cette subjectivité des agents économiques et
I’intersubjectivité.

D

Plusieurs approches ont été suivies par la science économique contemporaine pour
parvenir a cette fin. La premiere, et la plus classique, consiste a chercher a agréger les
préférences individuelles, en vue d’identifier des préférences collectives. Mais si I’agrégation
est déja une opération statistique délicate, son application aux préférences des individus ne se
réduit pas a une simple opération statistique. Elle nécessite d’introduire des procédures
supplémentaires, dont les contraintes se révelent souvent contradictoires, d’ou les impasses
logiques mises en évidence dans la théorie par une série de théorémes d’impossibilité®.

Le recours a I’agrégation des préférences ne se limite pas, en économie, aux domaines des
choix collectifs et a I’évaluation du bien-&tre social. On ['utilise €galement en €conomie
expérimentale. Ses chercheurs s’efforcent d’induire certains traits de comportement de portée
générale, en partant d’observations sur des échantillons d’individus le plus souvent tres
réduits. Comme les résultats obtenus sont presque toujours affectés par une plus ou moins
grande dispersion statistique dans les comportements individuels observés, ils €valuent les
pourcentages des différents comportements observés. Cette pratique courante entraine
cependant fréquemment un biais d’interprétation lorsque 1’on cherche, notamment, a
comparer les choix respectivement effectués par des sujets confrontés a deux groupes
d’alternatives distinctes, mais logiquement liees. C’est le cas notamment lorsque les options
du premier groupe portent sur des gains et celles du second groupe sur des pertes, les uns et
les autres ¢tant seulement probables. On calcule alors, pour chaque alternative, la proportion
de ’ensemble des sujets ayant choisi I’'une ou I'autre des deux options, avant d’en déduire
des pourcentages appliqués a I’ensemble des sujets interrogés. Ce résultat agrégé est moins
significatif que ne le serait I’évaluation du nombre des sujets ayant choisi la méme paire dans
chacun des deux groupes. Le but de cette operation vise, le plus souvent, a dégager, a partir
de ces données, ce que les économistes appellent « un agent représentatif » dont
I’interprétation reste assez problématique. Dans certains cas, le comportement de cet agent
représentatif a méme pu se révéler différent de celui de chacun des individus a partir desquels
il a été construit. Ainsi, lorsque tous les agents optimisent leur utilit¢ individuelle, comme le
voudrait la théorie économique classique, I’agent représentatif fictif qui résulte de leur
agrégation va, dans bien des cas, révéler les anomalies mises en €vidence par Kahneman et
Tversky, en raison méme de la diversité de leurs préférences. 11 s’agit, en définitive, d’une



fiction statistique congue sur la base de I'observation des comportements individuels dans
des situations données impliquant des choix décisionnels. Il serait sans doute plus exact de
considérer cet agent représentatif comme le reflet d’'une maniére de « trans-subjectivité »,
plutét que comme la traduction statistique d’une intersubjectivité. De facon plus ambitieuse,
un programme de recherche, développé dans le milieu des années 1980, visait a établir les
fondements microéconomiques de la macroéconomie. Son échec, aujourd’hui reconnu, est
sans doute en partie imputable a I’inadaptation des différentes approches et techniques
d’agrégations a rendre compte des phénomenes d’intersubjectivité.

P

Une autre démarche suivie par les économistes et certains théoriciens de la décision
consiste a enrichir le niveau des préférences individuelles. Les économistes ne se sont gueére
penchés sur les origines des préférences individuelles et sur les modalités selon lesquelles les
agents économiques les construisent. Ils considérent, en régle générale, les préférences des
agents ¢économiques comme des données premieres, extérieures a leur champ d’étude,
laissant a d’autres disciplines (psychologie, sociologie...) le soin de dégager leurs
caractéristiques et leurs origines. Ils se contentent donc, le plus souvent, de leur associer
différentes contraintes logiques (réflexivité, transitivité, antisymétrie...).

Plusieurs logiciens de la décision qui ont prolongé I’analyse économique des préférences
se sont néanmoins efforcés d’enrichir son domaine, en introduisant des « métapréférences »
(Davidson, 1980). Ces métapréférences renvoient, par exemple, a des prescriptions, d’ordre
moral ou social. Un exemple plus trivial souvent cité est celui d’un alcoolique qui préfere
boire (préférence de premier degré), mais préférerait ne pas préférer boire (métapréférence).
Il lui faut, dés lors, au moment de prendre sa décision, arbitrer entre deux préférences
contradictoires, ce qui complique I’analyse de son choix (Jeffrey, 1974, 1983). On peut
expliquer, en ces termes, certains choix inattendus, observés au cours de fréquentes
expériences, qui seront analysées plus en détail dans la suite de cet ouvrage. Le fait, par
exemple, qu’un sujet, plutdét que de s’approprier la presque totalit¢ d’une somme mise a sa
disposition, choisit le plus souvent de la partager de manicre moins inégale, pourrait
s’expliquer parce que sa métapréférence sociale I’emporte, en I’occurrence, sur sa prefeérence
¢goiste. C’est ce qu’ont soutenu, comme nous le verrons, plusieurs ¢économistes
expérimentalistes. On ne peut cependant parler ici d’intersubjectivité que pour autant que ces
métapréférences renvoient a des croyances partageées ou, tout au moins, a des croyances que
le sujet croit qu’il partage avec les autres. Il faut alors s’interroger sur les origines de telles
croyances. On abordera cette question dans la derniere partie de cet ouvrage, a propos des
regles et des normes.

Par ailleurs, des phénomeénes aujourd’hui bien connus de renversement des préférences



ont également ét¢ mis en évidence. Il s’agit le plus souvent de phénoménes provoqués par
des effets de framing (cadrage) dans la présentation des données. Ainsi ont été€ observées des
différences entre les préférences des consommateurs lorsqu’elles sont définies sur les biens,
auxquels est associé un prix, ou sur les prix a partir desquels ils seraient préts a acquérir ces
biens (Lichtenstein et Slovic, 1971). De méme, une information identique sur une situation de
désastre conduisant a plusieurs décisions verra les préférences des individus changer, selon
que cette information se trouve présentée en termes de personnes survivantes, ou en termes
de personnes décédées (Tversky et Kahnemann, 1981). Par-dela Dl’effet de framing, ces
exemples montrent que la définition des préférences subjectives des individus est sensible a
leur interaction avec des informations concernant le monde extérieur. Certaines d’entre elles
peuvent provenir d’autres sujets, ce qui suggére une certaine interdépendance des
préférences, ouvrant ainsi la voie a I’hypothése de leur intersubjectivité.

L

I1 existe une troisieme approche de I'intersubjectivité en économie, ou I’intersubjectivité
est, cette fois, consubstanticlle de 1’objet étudié. Son introduction a correspondu a
I’émergence de la théorie des jeux, dont I’objet est précisément 1’analyse des interactions
interindividuelles. Les agents économiques y sont appréhendés comme les joueurs d’un jeu
qui représente I’espace dans lequel se déroulent leurs interactions. On notera que le terme de
jeu n’est pas ici une simple métaphore. Dans le prolongement de ce qui a été écrit dans ce
chapitre, I’espace d’un jeu, au sens de la théorie, est composé d’¢éléments réels (les joueurs,
les regles...), mais également d’éléments virtuels (ce que chaque joueur imagine sur les autres
joueurs et ce qu’ils imaginent que ceux-ci imaginent sur eux-mémes). Les actions des joueurs
s’entendent, deés lors, comme des stratégies. Elles sont analysées en termes de réponses
(stratégiques) du joueur aux actions des autres joueurs. Le joueur, qui est un sujet du jeu, se
trouve donc directement confronté a un autre sujet. Cette confrontation implique, en
particulier, la possibilit¢ donnée a chaque joueur d’imaginer la stratégie que l’autre (les
autres) décidera (décideront), de son (leur) c6té, de mettre en ceuvre, puisqu’au moment ou il
choisit sa stratégie il ne connait pas celle que I’autre (les autres) a (ont), ou aura (auront),
choisi. Un joueur peut, par ailleurs, vouloir, s’opposer (jeux non coopératifs), coopérer, voire
s’allier avec un autre joueur pour former avec lui une coalition (jeux coopératifs). Ces
différents éléments expliquent pourquoi la théorie des jeux offre, en son principe, un cadre
formel privilégié pour saisir les structures logiques de I'intersubjectivité.

En reprenant les catégories €laborées par 1’analyse €conomique, la théorie des jeux
dispose d’un moyen simple de distinguer ce qui reléve de la subjectivité des joueurs de ce qui
appartient a leur intersubjectivité. Conformément a la convention économique précédemment
rappelée, la subjectivité des joueurs se traduit dans leurs préférences individuelles. Quant a



leur intersubjectivité, elle se trouve associée a la propriété de rationalité qui, dans le contexte
des jeux classiques, est supposée €tre une connaissance commune entre eux.

Cette maniere de distinguer la subjectivité de I'intersubjectivité présente 1’avantage d’une
clart¢ logique, au moins en apparence. Elle souleve toutefois de sérieux problemes. Les
préférences d’un sujet révelent sa subjectivité dans ses différences avec autrui. Rien
n’empéche toutefois plusieurs sujets d’avoir des préférences identiques. En outre, comme on
I’a indique, la formation des préférences d’un sujet n’est pas indépendante de sa rencontre
avec les préférences d’autres sujets, Ainsi le phénomene bien connu du mimétisme a-t-il €te
souvent interprét¢ comme une manifestation d’intersubjectivité. De plus, et par hypothese, un
sujet est suppos¢ connaitre ses propres préférences, et en €tre conscient, quel que soit, par
ailleurs, le statut associ¢ a la conscience de cette connaissance (fausse conscience,
connaissance non consciente, voire inconsciente...), ce qui pose déja probleme. Il en va,
¢videmment autrement de sa connaissance des préférences des autres sujets. Si le jeu se
déroule en plusieurs coups, ou s’il se répete, le joueur pourra induire certaines informations
des mouvements stratégiques observes chez les autres joueurs aux phases antérieures. Mais
dans les cas de jeux en un coup, qui servent souvent d’archétype a ces situations, une telle
démarche n’est plus possible. On notera qu’a I'inverse, le théoricien des jeux, ou le
modé¢lisateur du jeu, est supposé connaitre, lui, les préférences individuelles de tous les
joueurs dont il étudie le jeu. La tentation existe alors d’assimiler le joueur, comme sujet du
jeu, au théoricien (ou au mod¢lisateur) qui en est I’observateur. C’est ce qu’ont fait, plus ou
moins implicitement, les fondateurs de la théorie des jeux.

L’analyse de la multitude de ces différents points de vue sur ’autre développée dans ce
premier chapitre permet de préciser les différents contours de cette assimilation abusive.
Indépendamment du probléme posé par Dl'information sur les préférences de [autre,
I’approche d’un joueur sur un autre joueur n’est jamais réductible a I’approche d’un tiers, en
I’occurrence, ici, le théoricien, sur les joueurs qu’il observe. Ce constat reste valable lorsque
le terme d’observation désigne, d’'une maniere plus générale, toute forme d’appréhension par
un sujet d’autres sujets, quel que soit le processus cognitif retenu. Nous verrons dans le
chapitre suivant, qu’en suivant une voie un peu différente de celle esquissée dans ce chapitre,
les théoriciens des jeux ne sont plus aujourd’hui tout a fait victimes de cette méprise. Que
peut, dans ces conditions, connaitre un joueur des préférences d’un autre joueur, au moment
ou s’engage le jeu ? Une telle information reste indispensable pour permettre au sujet de
choisir une stratégie par laquelle s’enclenche I’interaction entre les joueurs.

A T’autre extrémité du spectre balayé par la théorie des jeux est posée I’hypothése que la
rationalité est une propriété intersubjective, au sens ou sa connaissance se trouverait partagee
par tous les joueurs, ainsi, du reste, que par le théoricien. Cette hypothese forte sur
I’intersubjectivité permet de compenser, d’'une certaine maniere, 1’opacité qui caractérise la



connaissance des préférences des autres. Elle offre ainsi une possibilit¢ a chaque joueur
d’anticiper la stratégie qui sera choisie par ’autre joueur, en lui permettant de s’imaginer a sa
place, a partir des informations objectives qui lui sont fournies par le jeu (régles, valeurs des
paiements...). Le schéma retenu est ici le suivant : je sais que je suis un sujet rationnel,
comme je sais que l’autre est également un sujet rationnel, je sais donc qu’il fera le choix
stratégique que je ferais moi-méme si je me trouvais dans sa situation que je connais, grace
aux regles de ce jeu. Pas si str...

Un tel schéma comporte plusieurs failles. Il ne suffit pas de savoir I’autre rationnel pour
en déduire son choix, qui dépend étroitement de I’objectif qu’il poursuit, dépendance qui est
un exemple de ce que les philosophes désignent sous le terme d’intentionnalité. Un sujet, par
exemple, peut évidemment chercher a maximiser son profit égoiste, mais il peut, tout aussi
bien, chercher a satisfaire un penchant altruiste. Beaucoup d’expériences 1’ont montre.
Réduire la rationalit¢ a une maximisation égoiste correspond, au mieux, a une extréme
simplification, et reléve, au pis, d’une confusion. Plus subtilement, la satisfaction d’'un méme
objectif général, comme celui de son intérét égoiste, peut emprunter des voies logiques
différentes, qui aboutissent a des résultats, eux-mémes, distincts. Les travaux économiques de
logique de la décision ont mis en ¢évidence la nécessit¢ d’introduire des criteres
supplémentaires permettant de relier cet objectif a la rationalité. Ainsi, pour satisfaire son
intérét égoiste, un sujet peut fort bien chercher a maximiser son gain attendu, mais il peut
¢galement, tout aussi légitimement, chercher a minimiser le regret que pourrait entrainer un
choix malencontreux. Plus simplement encore, certains sujets sont plus averses au risque de
pertes, d’autres plus attirés par des gains méme incertains : leurs choix rationnels seront
nécessairement différents. Or maximiser ses espérances de gains et minimiser ses risques de
pertes sont deux comportements tout aussi rationnels du point de vue de I'intérét égoiste en
cohérence logique avec des préférences définies subjectivement. On voit donc que les
préférences individuelles des sujets s’infiltrent ici, subrepticement, au cceur de la définition
de ces différents criteres de rationalite. Enfin, et indépendamment de ces inflexions
subjectives, ces différents choix, tous rationnels, font intervenir des procédures de
raisonnement formellement distinctes. Un constat qui se trouve aujourd’hui corroboré€ par ce
que I’on connait du fonctionnement du cerveau. Ainsi a-t-on montré que la minimisation du
regret, qui implique un raisonnement contrefactuel, entraine une activation spécifique du
cortex orbitofrontal, que ’on ne retrouve pas lorsque le sujet se contente de minimiser son
risque de perte (Coricelli, 2007).

Supposer que la référence a la rationalité, en tant qu’elle serait commune aux sujets en
interactions, permettrait, a elle seule, a un joueur de deviner le choix stratégique d’un autre
joueur, en se mettant a sa place, apparait finalement illusoire au vu de ces objections. Comme
on le développera dans le chapitre suivant, la fonction véritable de cette hypothése de



rationalité pourrait étre, en définitive, de fournir simplement aux théoriciens une maniére
d’heuristique pour les aider a comprendre, de leur point de vue, les comportements des
joueurs en interactions.

Ce qui fait la fécondit¢ des modeles de théorie des jeux pour appréhender
I’intersubjectivité¢ est donc ailleurs. Elle réside dans la stricte interdépendance des sujets qui
caractérise toute situation de jeu. Dans une telle situation, le joueur (sujet) se définit, en
action, par rapport a un autre sujet, conformément a I’analyse développée dans ce chapitre
par Pierre Livet. Mais, il est, en méme temps, lui-méme, un autre sujet pour cet autre joueur.
Il lui faut donc, pour penser stratégiquement cette situation, imaginer comment il est pergu
comme un autre sujet par cet autre joueur. Le probléme se complique encore, du fait que la
réciproque existe pour cet autre joueur. Il en résulte une imbrication provoquée par cette
réciprocité des positions respectives des sujets, clairement mise en évidence dans les diverses
situations ¢tudiées par la théorie des jeux.

Cette épaisseur de I'intersubjectivité ainsi repérée et ses contours mieux cernés posent aux
joueurs et a ses analystes de redoutables problémes, au premier rang desquels celui de la
coordination de leurs stratégies, qui sera analysé dans la seconde partie de cet ouvrage. Cette
question trouve des illustrations trés concrétes dans de nombreuses situations de la vie
courante. L’exemple emblématique du jeu du rendez-vous, lorsqu’il existe plusieurs points de
rencontre, a servi de support a Schelling pour en discuter les ressorts. Il sera analysé en détail
au chapitre 4. Posés en termes plus abstraits, on retrouve ces problémes de coordination au
niveau macroéconomique, lorsqu’il existe plusieurs points d’équilibre sur un marché, une
situation assez couramment observée sur les marchés financiers. Les économistes
s’interrogent alors pour savoir sur lequel de ces équilibres, les joueurs, c’est-a-dire ici les
opérateurs de marchés, vont faire converger la rencontre de leurs stratégies.

Fidele a leur approche par I’abstraction, les théoriciens des jeux cherchent patiemment des
solutions logiques aux mysteres de la coordination intersubjective ainsi rigoureusement
formulée. Dans le méme temps, cependant, de nombreuses expériences révelent qu’une telle
coordination s’effectue souvent avec succes dans la réalité, indépendamment des procédures
logiques imaginées par les théoriciens des jeux. Pour combler le fossé entre les impasses
rencontrées dans la modélisation logique de cette coordination et les succes de coordination
réussie empiriquement observés, il nous parait nécessaire de faire un détour par une
exploration du fonctionnement des cerveaux des joueurs. Le développement rapide des
neurosciences permet et encourage aujourd’hui cette entreprise que 1’on poursuivra dans les
chapitres suivants.

1. Ce qui permet a Claudine Tiercelin de dire que chez Peirce « le mental n’est plus la référence obligée a un esprit, une conscience ou une
pensée : c’est la mise en ceuvre de la tiercéité » (La Pensée-signe, Paris, Jacqueline Chambon, 1993, p. 197). Nous suivrons cette voie selot
laquelle la notion d’interaction, qui peut impliquer trois termes (et deux relations, la seconde qualifiant la premicre, comme le présent qualifie le



transfert d’un objet), est un concept qui vaut aussi bien pour des processus « mentaux » intra-individuels que pour des processus sociaux.
2. Nous reviendrons sur la construction que Smith donne de la sympathie et de I’observateur impartial dans le chapitre 2.
3. Un point de vue déja bien étudi¢ par Dorothée Legrand dans sa thése sur les problémes de la conscience de soi.

4. Ce lien mouvement-motivation peut étre trés basique : conserver la téte stabilisée pendant un mouvement permet d’orienter notre regard sur
nos cibles ou trajets durant le mouvement (Berthoz, 1997).

5. On peut utiliser la théorie des jeux pour modéliser des interactions trés variées, y compris non intentionnelles (théorie des jeux évolutionnaires),
mais on procede alors par analogie entre des comportements sélectionnés par I’évolution et des stratégies raisonnées.

6. Exception faite des « amorces » de communication, comme « ¢a va ? », qui vérifient simplement la disponibilit¢ d’autrui pour cette
communication et donc n’apportent pratiquement aucune information non partagée.

7. 11 faut souligner ici les influences de Hume, et plus encore de Hutcheson qui fut son maitre a Glasgow, sur la formation de la pensée de Smith
sur cette question.

8. K. Arrow a démontré que les hypothéses nécessaires pour transformer les choix individuels en choix collectifs, tout en respectant les
préférences individuelles des agents et 'indépendance de leurs choix, aboutissaient toujours a des contradictions (Arrow, 1951). Ce résultat puissant
a été complété et étendu par différents travaux, au premier rang desquels les contributions de Sen (1970).



CHAPITRE 2

L appréhension de I’autre

L’histoire des disciplines réserve des surprises. Tandis qu’Adam Smith apparait
rétrospectivement comme un précurseur des théories contemporaines de I’intersubjectivite,
avec toute son ¢€paisseur et sa complexité, la science €conomique s’est développée, au
contraire, deés la seconde partie du xix° siecle, comme on 1’a rappelé, en partant de I’analyse
d’un sujet isolé, proche du solipsisme. Plusieurs explications peuvent étre formulées pour en
rendre compte. Il a souvent été avancé qu’une telle opposition se trouvait déja dans I’ccuvre
de Smith'. Ce n’est pas, en effet, dans les Recherches sur [’origine et les causes de la
richesse des nations que Smith met D’intersubjectivité au centre de son approche des
phénomenes sociaux, mais dans la Théorie des sentiments moraux. Or les deux ouvrages
n’ont pas le méme objet. Dans la Théorie des sentiments moraux, Smith recherche les
fondements moraux des systémes sociaux, avec les Recherches, il propose une théorie
¢conomique de leur fonctionnement. Pour autant, Smith lui-méme relie étroitement ces deux
travaux, puisqu’il prend soin de noter, dans un avertissement a la derniére édition de la
Théorie des sentiments moraux (1789) qu’il a intégré dans son Essai sur la richesse des
nations les développements consacrés aux principes généraux des lois et du gouvernement,
initialement annoncés dans la premiere édition de la Théorie des sentiments moraux (1759).
Ces deux ouvrages relévent donc, pour leur auteur, d’'une méme ceuvre.

Une seconde explication met en avant les transformations, si ce n’est méme une rupture,
précédemment évoquée, intervenue dans ’appréhension de I’action et dans sa théorisation
¢conomique. Jusqu’a Smith et selon une tradition qui remonte aux philosophes €écossais et
plus particuliecrement a Hume, I’analyse des actions des hommes prend sa source au niveau
des émotions et, plus précisément des différentes passions qui les guident. Or, chez Hume, la
définition des passions, telle qu’il en entreprend ’analyse, fait intervenir ’intersubjectivité au
sens du chapitre précédent. A cette approche sensualiste de I’action se substitue, a partir de ce
que l'on a coutume d’appeler la révolution marginaliste de la fin du xix® siecle, une

perspective strictement rationaliste dominée par un cerveau calculateur. Ces deux traitements
de l’action ne sont, du reste, pas mutuellement exclusifs. Dans une tradition utilitariste
héritiere de Bentham, le but ultime de I’action est le plaisir, c’est-a-dire la recherche d’une
émotion anticipée et éprouvée. Certains auteurs, comme Edgeworth, iront jusqu’a imaginer
une hédionométrie. Cependant I’intersubjectivité n’a, ni la méme importance, ni la méme
formulation dans chacune de ces deux approches de I’action. Ainsi I’estime de soi qui
intervient dans I’intentionnalité d’une action appréhendée dans la perspective sensualiste est
difficilement séparable de I’estime des autres, ce qui implique, dés 1’origine, de poser une



hypothése sur la nature des relations entre soi et autrui. La perspective du calcul rationnel
suppose seulement I’existence d’un moi décideur de I’action, a la fois indivisible, permanent
et clairement différencié. Quant a autrui, il n’apparait qu’au niveau des conséquences de
I’action. Il est alors possible de distinguer, comme le fait, par exemple Edgeworth, le calcul
¢goiste (ou calcul économique), dont autrui se trouve exclu, du calcul altruiste (ou calcul
utilitariste), ou les autres sont intégrés comme argument dans le calcul’. C’est pourquoi, le
probléme de I’intersubjectivité coincide avec l’identification de l’autre dans la premiere
perspective, alors qu’il se confond avec celui de I’agrégation des autres dans la seconde.

Ce n’est pas ici I’objet d’expliquer pourquoi et comment la pensée ¢conomique a changg,
sur cette question, de paradigme dominant. Pour étre plus complet, il faudrait cependant
mentionner D’existence de différents courants de pensée, qui se sont inscrits en faux par
rapport a cette dichotomie. Leurs auteurs, qui refusent d’adopter 1’'une ou I’autre de ces deux
perspectives, ont critiqué leur développement et ont recherché des approches alternatives de
la réalit¢ économique. On les regroupe un peu hativement, sous I’appellation ambigué
d’institutionnalisme. Le cas le plus intéressant pour notre propos est sans doute celui de
Veblen, qui reste, aujourd’hui encore, difficilement classable dans les différentes écoles de
pensée qui ont marqué I’histoire de la discipline. Eléve du philosophe Pierce, sa pensée est
imprégnée d’un melange de pragmatisme et d’évolutionnisme darwinien. Il congoit I’action
des hommes comme un processus dynamique complexe, tout a la fois organique, parce que
dépendant de nos instincts, et social, en raison du poids de nos habitudes de pensée et de nos
expériences antérieures au cours de nos interactions avec nos divers environnements. Cela le
conduit a déceler dans le processus économique un jeu au résultat incertain entre des instincts
d’adhésion au groupe et des instincts contraires de prédation (Veblen, 1898). Mais le fait que
la position soutenue par Veblen ait €t¢, et reste encore, marginalisée au moins chez les
¢conomistes, peut précis€ément s’interpréter comme une manifestation de son caractere
¢tranger a la pensée économique, confirmant ainsi le choix de notre présentation.

Une autre filiation, moins connue, relie certains membres de 1’Ecole autrichienne, et en
particulier Hayek, a une approche phénoménologique de I’'intersubjectivité inspirée d’Husserl,
par I'intermédiaire du philosophe et sociologue Schiitz. Schiitz élabora sur cette base une
sorte de dynamique naturelle de la « typification » qui, au travers des expériences tirées de
confrontations quotidiennes aux autres, permet, dés I’enfance, a chacun d’induire une
manicre de scheéme social de référence, plus ou moins partagé par les autres (Schiitz, 1935,
1953). On sait que Schiitz entretint des contacts étroits avec les économistes autrichiens, et on
retrouve une idée voisine de celle de Schiitz dans la série des essais consacrés par Hayek a
cette question et publiés sous le titre Individualism and Social Order (1949)°. Mais, ici
encore, il s’agit d’une approche singuliére des relations sociales entre les sujets individuels,
qui n’a guére €t€ suivie par la majorité des économistes contemporains.



L’évolution de la discipline rapidement retracée éclaire sur la maniere dont
I’intersubjectivité s’est invitée, plus récemment, dans la problématique €conomique
contemporaine, a la faveur d’un questionnement sur I’autre.

J

Tout commence réellement avec D’apparition de la théorie des jeux. Dans le paysage
antérieur de la théorie classique, les rdles et les fonctions répondent a un découpage clair. Le
décideur en est 'unique sujet avec ses golts et ses préférences. Il est confronté a des états du
monde qui lui sont extérieurs, mais sur lesquels il dispose d’informations. Point n’est besoin,
dans ces conditions, de faire intervenir un autre sujet pour procéder a un choix rationnel. Il
n’en va évidemment plus de méme lorsque le sujet se trouve confronté stratégiquement a un,
ou a plusieurs, autre sujet. Non seulement il lui faut connaitre, ou tout au moins imaginer, ce
que fera cet autre sujet, mais c’est a partir de cette connaissance qu’il va maintenant choisir
son action, dans une perspective que I’on appelle stratégique, en tant qu’elle est une réponse
au choix stratégique suppos¢ de I’autre. Comme il en va de méme pour cet « autre », en
raison de la réciprocité, il en résulte une imbrication entre le sujet et 'autre sujet (les autres
sujets), qui implique la prise en compte de Dl'intersubjectivité. Les situations de conflits
militaires en fournissent sans doute [I’illustration la plus saillante. Une négociation
diplomatique met en ceuvre ce méme registre d’intersubjectivite.

Pour répondre aux nouvelles interrogations qu’elle suscite, les théoriciens des jeux ont
d’abord pensé qu’il suffirait de compléter, ou de renforcer, des hypothéses internes ou
externes, contenues de manic€re souvent implicite dans la théorie économique. La relecture
des péres fondateurs est instructive sur les difficultés rencontrées dans ces différentes voies.
von Neumann et Morgenstern développérent ainsi une interprétation sociale des jeux a partir
du concept de coalition (jeux coopératifs). Il reconnait que pour y parvenir il est nécessaire
de présupposer que les joueurs partagent des « standards de comportements acceptés »
(Theory of Games and Economic Behavior, 1946). Mais en quoi consistent précisément de
tels « standards de comportements » et, surtout, comment les joueurs les acquiérent-ils ? Sur
ces points, pourtant fondamentaux pour leur nouvelle théorie, von Neumann et Morgenstern
restent peu explicites. Ils se contentent de poser que leur investigation est extérieure a la
théorie qu’ils construisent. Nous verrons, par la suite, comment cette notion de standard de
comportement peut retrouver aujourd’hui une nouvelle place en théorie des jeux, entendue
dans une perspective ¢élargie, lorsque nous analyserons, au chapitre 6, les régles implicites
d’un jeu.

Nash, de son coté, préféra privilégier une interprétation strictement individualiste des
jeux, qui domine aujourd’hui encore I’analyse économique. A la recherche d’une définition
purement formelle de la solution d’un jeu, il esquissa cependant deux types différents



d’interprétation dans sa thése de doctorat (Nash, 1950). La premicére, et la plus connue,
consiste a supposer que les joueurs formulent les uns sur les autres des hypothéses de choix
rationnels, parce qu’ils savent que tous sont rationnels et qu’il n’y a dans le meilleur des cas
qu’une seule maniere de se comporter rationnellement. Nash précisait toutefois qu’une telle
interprétation exigeait que tous les joueurs disposent également d’une connaissance parfaite
de I’ensemble des structures du jeu (régles, environnement...). La mobilisation de toutes ces
informations par les joueurs lui semblait suffisamment problématique pour qu’il ait
¢galement esquissé une seconde interprétation de son concept de solution. Selon cette autre
interprétation, la convergence des stratégies requise par la solution d’équilibre pourrait
résulter de I’accumulation des informations empiriques recueillies par les joueurs sur les
autres joueurs, grace a leurs observations au cours du déroulement du jeu. Pour qu’il en aille
ainsi, selon un processus que Nash qualifie d’« actions de masse » (Mass actions) parce qu’il
concerne des populations de joueurs, il faut maintenant que le jeu comprenne un nombre
suffisamment ¢élevé de séquences. Nash est cependant resté assez vague sur cette seconde
interprétation du fonctionnement des interactions. Il concentra 1’essentiel de son effort
intellectuel a développer les conditions formelles de la premicre interprétation
hyperrationaliste de sa théorie, en dépit de son irréalisme.

Par-dela leurs différences, ces différentes approches des jeux d’interactions partagent un
point en commun. Que leurs auteurs abordent ’interaction par la coopération (alliances,
coalitions), par la confrontation et la compétition, ou par la négociation (engagements non
exécutoires), elles postulent toutes que les joueurs, en tant que sujets du jeu, détiennent une
forme de connaissance qui leur est commune. Il est intéressant de noter a ce propos que
certains modeles de négociation integrent, avant le début du jeu lui-méme, un échange
informel entre les joueurs, baptise cheap talk, qui leur permet précisément de révéler
quelques ¢léments de cette base d’intelligibilit¢ commune. Quant au contenu de cette
connaissance prétée aux joueurs, il varie d’une interprétation a D'autre. Les « standards de
comportements » de von Neumann peuvent s’entendre comme des conventions sociales au
sens de Lewis. La « rationalit¢ forte », développée par Selten a partir de Nash, dans la
perspective de ce qu’il a appelé des « équilibres purs » (Selten, 1975), ouvre la voie a une
« rationalit¢ connaissance commune » analysée par les logiques ¢€pistémiques. Quant a
I’interprétation en termes d’actions de masse, développée par les théoriciens des jeux
¢volutionnistes, elle renvoie a des meécanismes d’apprentissage et de transmission, dont
I’origine pourrait étre d’ordre génétique. En clair, la relation a 1’autre (aux autres), et donc
I’intégration de I’autre (des autres), repose, en théorie des jeux, sur I’hypothese qu’il existe,
en amont du jeu lui-méme, un support commun aux représentations des joueurs.

L



L’hypothese d’un support commun des représentations réciproques des joueurs s’est
d’abord imposée a la théorie des jeux de maniere implicite, comme on 1’a montré. Ce n’est
que plus récemment qu’elle a été explicitée.

Trois questions se posent désormais a son sujet :
o Sur quoi repose sa validité ?

o Si elle est confirmée, suffit-elle a garantir ’intelligibilité de ’interaction, telle qu’elle
se manifeste au cours d’un jeu ?

. Comment identifier et caractériser 1’altérité de ’autre (des autres), en partant de cette
hypothese ?

De fait, I’essentiel du travail des théoriciens des jeux a porté sur la résolution de la
seconde question conjointement & son explicitation. Ils I'ont entrepris en privilégiant la
rationalit¢ comme support des représentations communes aux sujets, et en approfondissant sa
dimension logique ; d’ou leur rencontre avec les logiques épistémiques a partir du milieu des
années 1990. Nous examinerons les possibilités, mais €galement les limites auxquelles se
heurte aujourd’hui cette orientation, et suggérons d’autres directions pour appréhender ce
support.

La rationalité¢, dans son acception cognitive la plus large, constitue une cle générale
destin¢e a rendre intelligibles les phénomenes. Elle joue un réle plus précis lorsqu’il s’agit de
comprendre les phénomenes sociaux €émanant d’actions intentionnelles individuelles, comme
en ¢économie. La rationalité supposée des acteurs y constitue une référence commune qui
permet linterprétation, par un observateur ou par un mod¢lisateur, d’une action observée
chez un autre sujet, ou méme seulement imaginée effectuée par lui. Pour reprendre une
formulation que nous avons utilisée dans un autre contexte, lorsque I’économiste énonce que
« les agents sont supposé€s agir rationnellement », il sous-entend, en réalité, qu’« 1l est
rationnel pour lui de construire un modele ou les agents agissent rationnellement » (Schmidt,
1996). Cela signifie que le premier meérite de cette hypothese est de fournir une passerelle
pour rendre intelligible une intersubjectivité fondatrice, puisque c’est elle qui permet a un
agent d’analyser les actions d’un autre agent, qui lui est, en principe, extérieur. D’une certaine
manicre, par conséquent, c’est au moyen de cette rationalit¢ que la théorie économique a
cherché, d’une fagon qui peut paraitre a premiere vue paradoxale, a échapper au risque de
solipsisme dénoncé au chapitre précédent.

Les choses se compliquent avec les jeux, puisque, ce support supposé commun ne relie
plus seulement I’observateur et I’observé ; il doit également rendre compte des relations entre
les joueurs, qui sont, eux-mémes des observés du point de vue de l’observateur. On
comprend mieux pourquoi la seule hypothése de rationalité devient alors insuffisante pour



saisir, en ces termes, les interactions entre deux joueurs. Si I’hypothése que chaque joueur est
suppos¢ agir rationnellement peut garantir Dintelligibilit¢é de leurs choix considérés
séparément, elle ne suffit plus, en revanche, a rendre intelligible leur interaction. Celle-ci
renvoie, en effet, a une intersubjectivité de second degré. De ce fait, c’est ’objet méme de la
théorie des jeux qui se révele ainsi différent de celui de la théorie économique de la décision
individuelle.

La théorie des jeux s’est d’abord contentée d’étendre aux interactions interindividuelles un
mode¢le de type « probleme-solution » congu par la théorie économique pour traiter des choix
individuels. Chaque joueur se trouve confronté a un probleme de choix optimal, la solution
du jeu se déduit alors de la résolution de ce probleme par chacun des joueurs. Cette approche
simplificatrice réduit I'intersubjectivité propre aux relations interindividuelles a une simple
juxtaposition des sujets. Les nombreuses difficultés qui sont apparues du fait de ce traitement,
tant au niveau théorique (paradoxes, indécidabilité...) qu’au plan expérimental (invalidations
répétées des resultats théoriques) ont conduit plusieurs théoriciens des jeux a dégager une
nouvelle approche de I’intersubjectivité dans les situations d’interactions interindividuelles.
Elle consiste a intégrer dans le processus décisionnel des sujets un niveau supplémentaire
correspondant aux connaissances des joueurs sur les connaissances des autres joueurs.
Comme ces connaissances sont incertaines, nous preéférons parler ici de « croyances », dans
I’acception logique ou ce terme a été utilis¢ (Monderer, Samet, 1989). Plus précisément,
considérons la proposition « le joueur 1 croit que le joueur 2 croit que... ». Cette proposition
n’implique pas que le joueur 1 sache ce que le joueur 2 croit, mais seulement qu’il sait ce que
veut dire « croire quelque chose » pourle joueur 2. C’est sur cette base épistemique
qu’Aumann a, par exemple, construit un systeme logique cohérent de connaissances
communes. Il en propose une interprétation intuitive, en recourant a I'image d’un code
lexical, ou d’un dictionnaire (Aumann, 1999). Grace a un tel dictionnaire les joueurs
pourraient accéder a cette intersubjectivité, sans pour autant pénétrer dans la subjectivité de
I’autre. Ce dictionnaire commun fournit ainsi un fondement a I’existence logique d’une
intersubjectivité a ’ceuvre dans toutes les situations d’interaction analysées par la théorie des
jeux. On notera toutefois que cette approche syntaxique n’est pas tout a fait suffisante. Pour
pouvoir se comprendre, les joueurs doivent également pouvoir disposer d’un moyen de
traduire le contenu des catégories utilisées par Dautre (les autres) dans leurs propres
catégories

Les théoriciens des jeux ont réinterprété dans ces termes I’hypothése de rationalité,
comme une croyance partagée par les joueurs relevant, de ce fait, de I'intersubjectivité ainsi
définie. Rappelons seulement a ce propos que le concept de rationalité, tel que I’entend
I’analyse économique et, plus largement, ses différentes théories de la décision, comporte
deux composantes distinctes : une relation de cohérence strictement logique, et la référence a



un (ou plusieurs) critére(s) que doit satisfaire le choix de la décision pour valider cette
cohérence. Or, si on peut considérer la cohérence comme une connaissance commune aux
hommes pourvus d’un cerveau raisonneur, il n’en va pas de méme des critéres retenus par les
décideurs, qui impliquent une part d’arbitraire et donc de subjectivité. Dés qu’il existe
plusieurs critéres possibles, on peut choisir de maniére cohérente selon des critéres différents.
Le choix du critére retenu porte nécessairement la marque d’une subjectivité propre au
décideur. La référence a un critére fait certes partie du dictionnaire commun, mais elle n’est
pas suffisante pour permettre au joueur d’en déduire le critére retenu par I'autre (les autres)
joueur(s).

L’exemple classique du jeu de la chasse au cerf que nous analyserons plus en détail au
chapitre 5, lorsque nous traiterons de la coopération, en fournit une illustration. Deux joueurs
qui ne se connaissent pas sont dispos€s a chasser dans un terrain giboyeux. Chacun de leur
coté a une tres grande probabilité d’attraper un lievre, mais ils peuvent, ¢galement,
s’organiser ensemble pour capturer un cerf. De manicre trés schématique, on considere que
chacun d’eux est assuré¢ d’obtenir un licvre s’il choisit la premiere option, indépendamment
de celle qui aura été choisie par ’autre. Tous les deux peuvent également gagner une proie
plus avantageuse en choisissant la seconde, mais cette fois la réussite de ’opération dépend
pour chacun du choix de 'autre. Ce dilemme met en lumicre deux criteres de rationalité
différents qu’Harsanyi et Selten ont baptisé€s respectivement Risk dominance, pour justifier le
choix rationnel de la premiere option, et Payoffs dominance, celui de la seconde option
(Harsanyi et Selten, 1988). Le risque attaché a la seconde option, pourtant la plus avantageuse
pour les deux, est ici que l'autre ne la choisisse pas. Dans cette hypothese celui qui "aurait
retenue se trouverait sans rien. Des lors, les deux joueurs, s’ils sont averses au risque,
choisiront rationnellement la premiere option. On observera qu’en I’occurrence, le risque
provient ici d’une défiance envers le comportement de I’autre joueur. Comme la prise d’un
licvre est la solution la plus intéressante pour les deux joueurs, certains sont tentés de soutenir
qu’il suffit alors que la rationalité soit une connaissance commune entre eux pour que ce
risque disparaisse, rendant ainsi la seconde option seule rationnelle pour chacun des deux.
Cette interprétation est certes possible, mais son argumentation repose moins sur la rationalité
elle-méme, que sur le fait qu’elle est, dans cet exemple, le support d’une convention
communément acceptée par les deux joueurs. N’importe quelle régle conventionnelle, dés
lors qu’elle est une connaissance commune entre les joueurs, peut, en effet, leur permettre de
se garantir contre ce type de risque. Le probleme posé dans ces situations est alors de
déterminer dans quelles conditions tel critére de rationalité est susceptible de se transformer
en une connaissance commune*,

Indépendamment de I’hypothése de rationalité, cette approche des interactions
stratégiques, analysée en termes de systéme de croyances des joueurs, se révele de toute facon



insuffisante pour comprendre comment fonctionne réellement I’intersubjectivité. Aumann et
Brandenberger le reconnaissent eux-mémes en ces termes :

« Comme nous l’avons indiqué précédemment, les systemes de croyances sont des
représentations commodes pour nous permettre, nous, les analystes, de discuter des choses
dont nous voulons discuter : des actions, des paiements, des croyances, de la rationalité, de
I’équilibre, etc. En ce qui concerne les joueurs eux-mémes, il n’est pas clairement établi qu’ils
aient besoin de recourir a cette structure de modele. Mais si c¢’est le cas aussi, et s’ils veulent
parler des mémes choses que celles dont nous discutons, alors d’accord, cette représentation
est aussi pertinente pour eux qu’elle ’est pour nous. Dans le méme ordre d’idée, nous
noterons que le systtme de croyance, lui-méme, doit toujours étre considéré comme une
connaissance commune entre les joueurs » (Aumann et Brandenberger, 1995).

Cette formulation a le mérite de mettre en évidence une dimension essentielle de la
difficulté¢ a appréhender I’autre, qui tient a la pluralité des différents points de vue d’ou
I’autre (les autres) peut (peuvent) étre considéré(s). Ce n’est pas, en effet, la méme chose
d’interagir avec un autre (point de vue des joueurs les uns sur les autres) et d’appréhender de
I’extérieur le comportement des joueurs (point de vue des analystes sur les joueurs). De
méme un joueur n’appréhende pas de la méme maniére, son partenaire/adversaire de jeu, les
joueurs d’un autre jeu qu’il observe, ou encore un sujet extérieur en dehors de toutes
interactions. Ces différences se trouvent aujourd’hui corroborées au niveau cérébral par les
résultats de travaux récents de neurosciences, qui seront analysés et discutés dans les deux
derniers chapitres de cet ouvrage, lorsque sera abordée la question de la tierce personne.

Transposer directement le schéma logique de partage des croyances, tel qu’il a été
présenté, a I’analyse des mécanismes qui guide I'intersubjectivité effectivement a I’ceuvre
dans les interactions, se révele insuffisant, en raison de deux difficultés principales.

Il est établi, en premier lieu, que la connaissance commune d’un systeéme de croyances
entendu au sens strict par les joueurs dépasse la compétence cérébrale de chacun. Cet
argument, fréquemment avancé, n’est pas cependant dirimant. Sans pouvoir contrdler
consciemment les itérations infinies qu’exige formellement une connaissance commune, les
joueurs disposent néanmoins d’une idée intuitive de sa signification, comme lorsqu’il s’agit
d’idéalités mathématiques (0, ..., ). Une telle exigence n’est pas, en outre, toujours
indispensable. Lorsqu’il s’agit d’une régle explicite de connaissance publique, par exemple un
code. Puisque nul n’est censé ignorer la loi, chacun est alors censé connaitre la régle, savoir
que chacun la connait et savoir que chacun sait qu’il sait que chacun la connait.

Une seconde difficulte, plus sérieuse porte sur le contenu exact de ces croyances. Dans les
exemples de la théorie des jeux, les systemes de croyance des joueurs sont étudiés du point de
vue de ceux qu’Aumann et Brandenberger appellent les analystes, c’est-a-dire les théoriciens



des jeux. A ce titre, ils se trouvent appréhendés par ces derniers comme des états du monde
des joueurs qui leur sont, par hypothése, extérieurs. Certes, de tels états intégrent maintenant
les actions des joueurs, leurs conséquences et les transformations du monde qu’elles
entrainent pour eux. Mais leur point de vue sur ces états reste différent de I’appréhension que
peuvent en avoir les joueurs eux-mémes, car ils ne sont pas les acteurs du jeu. Pour les
joueurs, ces €tats sont des états mentaux. Comprendre autrui en situation d’interaction, ce
n’est pas seulement, en effet, connaitre ce qu’il fait pour en déduire une croyance sur ce qu’il
va faire, ni méme prendre en compte dans son raisonnement un degré supplémentaire de
connaissance (non seulement, par exemple, je sais ce qu’il sait, mais aussi je sais ce qu’il sait
que je sais...). L’extension du raisonnement aux croyances concerne ici exclusivement les
informations détenues, ou supposées détenues, par les uns sur les informations des autres.
On songe a I’exemple classique en économie des asymétries d’information entre les assureurs
et les assurés. Une telle connaissance se révele toutefois insuffisante pour saisir comment
fonctionne réellement D’intersubjectivité a 1’occasion d’échanges interactifs. Toutes ces
informations sont alors interprétées subjectivement par chacun, ce qui transforme leur
contenu en états mentaux. Le dictionnaire imaginé par Aumann permet certes a chacun de
comprendre cette transformation des états du monde en états mentaux pour autrui comme
pour lui-méme, sans, pour autant, fournir plus d’information sur ces états mentaux d’autrui.

L,AUTRE MOI-MEME ET LES LIMITES COGNITIVES D,UNE RATIONALITE PARTAGEE

De quoi un individu dispose-t-il pour imaginer I’é¢tat mental d’un autre individu au
moment ou il réagit, c’est-a-dire lorsqu’il répond a une action de sa part, réelle, ou seulement
supposée ? Une posture familiere consiste, pour lui, a « se mettre mentalement a la place de
I’autre ». Sa formulation est plus imagée en langue anglaise, puisqu’elle consiste a « se mettre
dans les chaussures de I’autre ». Il existe du reste une petite différence dans ces deux
formulations. Se mettre a la place de I'autre signifie, au sens propre, s’imaginer, soi-méme,
dans la situation ou 1’on sait (croit) que I’autre se trouve. Se mettre dans ses chaussures, c’est
s’imaginer dans cette situation avec des moyens dont disposerait I’autre (ses chaussures) pour
aborder cette situation, jusque dans ses implications motrices, afin de lui permettre d’en sortir
en décidant un mouvement. Se mettre a la place d’un autre, selon la premiére acception,
correspond a une opération mentale déja complexe. Il faut d’abord pouvoir s’imaginer soi-
méme, comme extérieur (le « soi »), et considérer ce « soi » dans un contexte hypothétique
différent. Mais se mettre dans « ses chaussures », au sens métaphorique ou nous I’entendons
ici, est, en réalité, impossible, parce que personne n’a directement accés au code par lequel un
autre, placé dans cette situation, la transforme en états mentaux qui lui sont propres. Tout au
plus pouvons-nous imaginer, de maniere conjecturale, ce que pourrait étre son appréhension
de la situation. Adam Smith dans La Théorie des sentiments moraux fut sans doute ’'un des
premiers a prendre la mesure de cette difficulté et a en esquisser une solution sociale, a



travers I’apprentissage réciproque d’une sorte d’intersubjectivité sociale, par I’intermédiaire
d’un jeu de role entre ’acteur et le spectateur. 11 existe, enfin, une troisiéme perspective selon
laquelle un sujet cherche a se mettre a la place de I’autre lorsqu’il entend se représenter
comment il est pergu par ’autre. On la trouve dans la formule familiére « se regarder dans les
yeux de l'autre » reprise dans plusieurs travaux de neurosciences et qui inspirent aujourd’hui
la théorie de D’esprit. La encore, Smith fut un pionnier qui, ayant identifi¢ cette aptitude
singuliére des hommes, s’employa ensuite a en dégager quelques-unes de ses conséquences
sociales (reconnaissance, adhésion...). L’autre moi-méme constitue ainsi une hypothése
mentale a double usage, en quelque sorte réversible : elle me permet de me mettre a la place
de I’autre, comme elle permet a I’autre de se mettre a ma place.

Ces différentes déclinaisons de 1’autre moi-méme montrent d’abord que I’interprétation
de cette notion reste trés dépendante de la perspective adoptée par ’agent. On y retrouve des
raisons supplémentaires de 1’attachement manifesté par une majorité des théoriciens des jeux
a I’hypothe¢se de rationalit¢ dans I’analyse des interactions. Sur la base de quelles
informations un joueur peut-il, en effet, imaginer les états mentaux d’un autre joueur qu’il ne
connait pas ? Il s’agit, d’une part, de sa connaissance de la situation objective dans laquelle se
trouve placé I'autre joueur. L’information dont il dispose sur cette situation peut étre plus ou
moins complete, mais cela est une autre question. Il utilise, d’autre part, une information
d’ordre logique, que croit détenir le joueur et qu’il préte €galement a 1’autre joueur, sous
I’appellation de rationalité. Nous en avons dégagé les limites. C’est toutefois en articulant la
connaissance subjective de cette information objective sur la situation de I’autre, avec sa
connaissance logique, supposée partagée par l’autre, de cette rationalité, que le joueur est
cense pouvoir imaginer mentalement la réaction de I’autre joueur a ’action (aux actions) qu’il
décide d’entreprendre. Point n’est besoin pour le joueur de savoir si la représentation
subjective que I’autre joueur a de la situation objective ou il se trouve coincide avec la propre
représentation subjective qu’il en a, des lors qu’avec la rationalité, il détiendrait, en commun
avec cet autre joueur, un code logique suppos¢ transcender ces représentations subjectives.
Derriere la rationalité, c’est donc la propriété d’invariance qui lui est communément associce,
qui permet au joueur, selon ce schéma, de se mettre a la place de ’autre. Par invariance, il
faut entendre ici que différentes représentations (subjectives) d’une méme situation
(objective) conduisent logiquement a un méme choix rationnel. En d’autres termes, la
rationalit¢ d’un choix, ou d’une décision, serait logiquement indépendante de ses
représentations. Grace au principe d’invariance le plus souvent associ¢ a la rationalité ainsi
formulée, la difficulté inhérente a I'inaccessibilit¢ des états mentaux d’autrui pourrait se
trouver ainsi contournée.

Qu’en est-il vraiment ? L’invariance est une propriété logique qui s’applique seulement a
la dimension de cohérence associée a la rationalit¢. Un méme probléme peut étre formulé de



facon différente, sans changer pour autant sa solution, ¢’est presque une évidence. A ce titre,
et s’agissant d’un choix qualifié de rationnel, le principe d’invariance peut donner lieu a une
interprétation normative, comme la plupart des régles logiques mobilisées par la référence a
la rationalité. D’un point de vue psychologique cependant, il en va autrement, puisque aucun
choix, fit-il rationnel, n’est réductible a une seule opération logique et encore moins a un
calcul. Nous avons déja vu que la justification logique de la rationalit¢ n’excluait pas
I’introduction de différents critéres. 11 faut maintenant dépasser ce constat et poursuivre
I’analyse. Choisir une action implique, en effet, en dehors d’un calcul, une intentionnalité et
un engagement du sujet qui sont indissociables de la représentation personnelle, et donc
subjective, qu’il se fait de la situation de choix a laquelle il se trouve confronté, et a laquelle il
répond par son choix. C’est la qu’interviennent les états mentaux. Plusieurs représentations
subjectives différentes d’une méme réalit¢ objective sont donc, pour cette raison,
légitimement compatibles avec des choix différents rationnellement justifiés. La rationalité,
méme partagée ou connaissance commune, ne peut pas, dés lors, garantir qu’il suffise, en la
circonstance, de se mettre a la place de ’autre (premiére acception) pour entrer dans ses
chaussures (seconde acception). Elle ne fournit pas méme une sorte de dictionnaire qui
permettrait a chaque joueur de comprendre I’état mental d’un autre joueur, en traduisant sa
propre représentation du choix dans celle d’un autre.

On peut toutefois tirer de cette analogie une hypothese d’inspiration différente. Sans
pouvoir se mettre dans 1’état mental de I’autre, le sujet peut néanmoins communiquer avec lui
a travers un langage qui leur est commun, ce qui permet précisément aux joueurs de se
comprendre, jusque et a partir d’un certain point. Le langage permet, du reste ¢également, aux
analystes de la théorie des jeux de comprendre les joueurs et de se faire comprendre par eux.
Certaines recherches récentes de neurolinguistiques ont méme identifi¢ des bases neuronales
a cette propri¢t¢ d’intercognitivit¢ du langage, en approfondissant ses fonctions de
communication (Pinker et Bloom, 1990 ; Pinker et Jackendoff, 2005). C’est donc dans unc
direction différente de celle de la seule rationalité qu’il faut rechercher les voies par lesquelles
un sujet appréhende un autre sujet en vue d’une interaction. Une démarche qui rencontre, a
ce stade, la perspective phénoménologique. Plus précisément, il est révélateur que Husserl ait
consacr¢ un cours entier a la phénomeénologie de I’attention (Husserl, 1904-1905), a
I’occasion duquel il analyse I’attention partagée comme une modalité¢ de I’'intersubjectivité®.
On retrouve cette idée interprétée un peu différemment chez Merleau-Ponty (1946), comme
nous l’avons montré dans un autre travail®. Pour autant, cette facult¢ des individus de
pouvoir se projeter eux-mémes dans la situation ou ils pensent que se trouve autrui n’est pas
sans relation avec la rationalité de leur choix, en cas d’interdépendance.

Reprenons la métaphore de se mettre a la place de ’autre entendue dans sa premicre
acception. Afin de choisir rationnellement sa stratégie, le joueur imagine la stratégie adoptée



par lautre joueur, en se représentant comment il agirait s’il se trouvait lui-méme dans la
situation ou se trouve cet autre joueur. Nous avons montré que rien ne lui garantit alors,
qu’en procédant ainsi, son anticipation sur le choix de l'autre serait confirmée. Il peut
toutefois légitimement penser que si ’autre choisit également sa stratégie rationnellement, il
procédera de la méme manicére, ¢’est-a-dire qu’il se mettra aussi mentalement dans la situation
ou il se trouve lui-méme. Ces deux « autres moi-méme » n’ont évidemment aucune raison, a
priori, de coincider. Mais en interprétant la stratégie effectivement mise en ceuvre par l'autre
joueur, par référence a cette fiction de ’autre moi-méme, chaque joueur pourra néanmoins
avancer dans la connaissance de l’autre joueur véritable. En dynamique, un mécanisme
mental de rapprochement mutuel par effet d’apprentissage et de correction des erreurs
pourrait ainsi s’enclencher sur cette base, selon une procédure de type bayésien qui
mobiliserait alors une autre forme de rationalité. On pourrait y reconnaitre I’une des voies qui
conduit a I’'intersubjectivité.

Cette construction fait intervenir I’hypothese d’une dynamique de I’apprentissage dans
I’interaction qui, comme on I’a déja dit au chapitre précédent, et comme on le verra plus en
détail par la suite, s’est trouvée en grande partie validée experimentalement. Mais ce qui rend
possible son fonctionnement doit étre recherché en amont, au niveau de I’organisation
cérébrale des €tres humains, qui pourrait expliquer cette propriét¢é fondamentale dont ils
disposent, de se mettre a la place des autres et de savoir que les autres peuvent également se
mettre a leur place. Cette aptitude de nos cerveaux a effectuer ce que I’on pourrait nommer
« un apprentissage social » de l'interintentionalité¢ entraine de multiples implications, dont
certaines seulement ont ¢€té recensées ici, a travers les différentes métaphores qui ont été
rappelées. Ce sont elles qui sous-tendent de trés nombreuses manifestations phénoménales
que l’on retrouve au cceur des interactions sociales comme, par exemple, ’empathie,
I’imitation, la simulation et, peut-é&tre méme, la coordination et la coopération. Ces deux
derniéres manifestations seront étudiées plus en détail dans la deuxieme partie. Les
informations fournies par les neurosciences, et en particulier par la branche cognitive des
neurosciences sociales, permettent en tout cas d’avancer dans leur compréhension.

L

Les situations de jeu offrent un cadre général privileégi¢, simple et rigoureux, qui capte les
traits essentiels des phénomenes d’interactions intentionnelles et raisonnées. Le jeu représente
un « petit monde », a la fois extérieur pour chacun, mais commun a tous ceux qui y
participent. Chaque joueur sait que, lorsqu’il choisit une action pour un objectif déterminé
(intention), le résultat de I’action qu’il entreprend dépend €galement d’actions choisies par
I’autre (1’autre) joueur (s) qui lui est (sont) extérieur(s). A la notion générale d’une rencontre
des actions s’ajoute donc le phénomene plus spécifique d’une rencontre des intentions qui



guident ces actions. D’un coOté, cette interintentionnalité réduit ’incertitude de I’interaction,
puisque toutes les actions retenues dépendent des intentions. D’un autre coté, elle est source
d’ambiguité pour chaque joueur, puisque les intentions des autres ne sont pas transparentes.

L’introduction de cette distinction entre la simple interaction et I’interintentionnalité a le
mérite d’éclairer certaines contradictions qui sont apparues de manicre répétée entre les
résultats théoriques établis par la théorie des jeux et les comportements observés, a I’occasion
de protocoles expérimentaux. Ainsi, les joueurs qui ne maximisent pas leur utilité
individuelle, au risque de Iéser les autres, n’agissent pas de maniere irrationnelle, ils sont
seulement mus par d’autres intentions. Cette possibilité n’est pas retenue en théorie des jeux,
ou les intentions des joueurs se trouvent directement déduites des regles du jeu et ou ces
regles sont supposées connaissance commune entre les joueurs. Cette hypothese forte
concernant les regles du jeu ne se trouve pleinement vérifiée que dans le cas particulier des
jeux de sociéte, ou 'intention commune prétée aux joueurs et induite des regles est de gagner.
Dans la réalit¢ des interactions courantes de la vie économique et sociale, elle est, au
contraire, loin d’étre garantie.

Le concept de jeu s’est lui-méme construit et développé a partir de celui de régles. On
notera a ce sujet que le terme de jeu, choisi par les fondateurs de cette nouvelle discipline
pour désigner son objet n’a pas seulement, pour eux, le sens métaphorique qu’on lui donne
aujourd’hui. von Neumann, Nash, et avant eux Borel, élaborérent plusieurs modeles de
différents jeux de société et, en particulier, de jeu de Poker. Ce rappel est a rapprocher des
observations développées au chapitre précédent sur la porosité entre le réel et le virtuel, qui
caractérise les jeux d’enfants. Sous cet angle, on peut considérer que les jeux de société
gardent cette propriété intéressante, qu’ils transmettent a la théorie des jeux stratégiques qui
constituent aujourd’hui le cceur de la théorie. Tous les joueurs d’un jeu de société sont censés
connaitre ses régles. On distingue parmi ces jeux de société, a partir de leurs régles, ceux ou
I’interaction est aléatoire et ceux ou elle est intentionnelle, avec toute une série de catégories
intermédiaires. C’est, du reste, en partant de cette distinction qu’une des premicres
expériences de jeu combinée a I’'imagerie cérébrale au début des années 2000 par des
chercheurs en neurosciences, a mis en évidence une différence au niveau du fonctionnement
cérébral entre la simple interaction et D’interaction dérivée d’une interintentionnalité
(Gallagher et al., 2002).

Cette expérience consiste a faire jouer plusieurs fois des sujets au jeu d’enfant « pierre »,
« feuille », « ciseaux », en les informant de ses regles, au demeurant €lémentaires. Les
expérimentateurs leur précisent qu’ils seront successivement opposés : 1) au pur hasard,
représenté par une variable aléatoire ; 2) a un ordinateur dot¢ d’un programme, et 3) a un
autre individu. En réalité, les expérimentateurs les confrontent chaque fois aux résultats d’une
variable aléatoire. Compte tenu des regles de ce jeu, les modalités différentes annoncées dans



son déroulement ne modifient pas sa structure logique, laissant sa résolution identique dans
les trois cas. Les résultats recueillis n’ont, du reste, pas révélé de différences significatives
dans les solutions observées entre chacun de ces trois cas. Durant cette expérience, I’activité
cérébrale des sujets a été mesurée, au moyen d’un traitement par imagerie selon la technique
de 'IRMf Enfin, les commentaires des sujets sur les impressions qu’ils ont ressenties
pendant ’expérience ont été recueillis apres son déroulement.

Deux résultats importants ont ainsi €t¢ mis en évidence.

Tout d’abord, si un grand nombre de régions du cerveau se trouvent activées dans ces
trois versions du jeu, une seule aire cérébrale spécifique, le cortex paracingulaire antérieur,
n’a été activée que lorsque les sujets croyaient qu’ils jouaient contre un autre individu.
L’activation de cette région cérébrale est associée a de multiples fonctions, notamment a la
sélection d’une action. Il apparait toutefois qu’elle joue ici un rdle spécifique dans la
recherche et I’interprétation des informations concernant les postures intentionnelles des
autres, une activité observée ici dans une situation ou la relation a I’autre est compétitive,
mais qui a été également mise en évidence dans des situations ou cette relation a I'autre est,
au contraire, coopérative.

Ce premier résultat a, depuis lors, fait I’objet de discussions de la part des spécialistes, en
raison notamment des singularités de son protocole expérimental. Il semble néanmoins
confirmer ’hypotheése avancée selon laquelle, indépendamment de la structure logique du
probléme posé par une situation d’interaction, 1’agent appréhende ce probleme de maniere
partiellement différente lorsqu’il sait (ou croit savoir) que cette situation resulte de sa
confrontation avec un autre individu doté d’une intention. Il existe donc, au niveau neuronal,
une différence entre ’appréhension de I’interaction et ’appréhension de I’interintentionnalité.
C’est la raison pour laquelle ces chercheurs ont propos¢ de rattacher cette activation
neuronale particuliere a I’'idée plus générale de détection d’une « posture intentionnelle ».

En second lieu, I’entretien de retour d’expérience a révélé que les sujets ont tous ressenti
comme différentes leur confrontation a un ordinateur et leur interaction supposée avec un
autre joueur. Ils gardent de leur affrontement avec I’ordinateur un souvenir plus tendu et
intellectuellement beaucoup plus exigeant qu’avec un autre joueur, et cela en dépit des
similitudes des actions qu’ils ont retenues dans les deux cas. Une relation précise a ainsi été
mise en évidence entre, d’une part, un phénomene d’ordre physiologique, I’activation du
cortex paracingulaire, qui reléve de ce que I’on nomme communément le subpersonnel et,
d’autre part, la sensation éprouvée par le sujet qui traduit un état mental personnel. En la
circonstance, une telle relation est associée a la seule croyance du sujet qu’il est en face d’un
autre sujet, puisque tous les autres parameétres de la situation sont identiques dans les trois
cas.



On peut pousser plus loin cette analyse. La seule fagon pour le sujet d’identifier la
stratégie gagnante serait en définitive, dans ce jeu, de deviner la stratégie retenue par le joueur
qui lui est oppose€. Une telle stratégie n’est évidemment pas applicable dans le cas ou il est
confronté au hasard. Elle apparait difficile a mettre en ceuvre dans le cas de I’ordinateur, plus
difficile, en tout cas, que lorsque l’adversaire est une autre personne. Pourquoi ? Si, par
exemple, cet autre joueur €tait visible, il lui serait peut-€tre possible de lire, dans son regard,
le coup qu’il aurait choisi de jouer, ou d’inventer un piege pour qu’il se trahisse. Certes,
durant le déroulement de I’expérience, il ne voit pas cet autre joueur auquel il est censé Etre
oppose, mais son cerveau I’appréhende comme s’il pouvait le faire. Cela expliquerait ainsi le
fait qu’il éprouve moins de peine a jouer contre un autre joueur que contre un ordinateur,
méme s’il ne connait pas ce joueur et qu’il ne le voit pas au cours du déroulement de
I’expérience.

L’interprétation esquissée ici rejoint curieusement une observation énoncée par René de
Possel, qui, dans le prolongement des travaux de Borel sur les jeux de société, proposa une
catégorisation des jeux de société. A coté des jeux de pur hasard, comme pile ou face, et de
pure réflexion, comme les échecs, il introduisit une catégorie supplémentaire, celle des jeux
de ruse, en définissant la ruse comme la possibilité donnée a un joueur de deviner les pensées
des autres (Possel, 1936). Le jeu « pierre, feuille, ciseaux » en fournissait déja un exemple. La
ruse consiste ici a utiliser, a son avantage et a I'insu de (des) l'autre(s), la faculté
d’appréhender mentalement I’intention de l'autre de jouer I'une de ses stratégies. On
observera toutefois qu’une telle faculté n’est pas réellement utilisable dans le cadre de
I’expérience qui a été rapportée, puisque le joueur ne dispose ici d’aucun moyen pour
deviner ce que I’autre joueur aura choisi de jouer.

Cette observation est intéressante pour une autre raison. Elle met en ¢vidence, au niveau
neuronal, une différence entre la compétence et la performance. Le fait, pour un joueur,
d’étre confronté a un autre joueur supposé¢ humain doté¢ d’intentionnalit¢ positionne d’une
certaine maniere son activit¢ cérébrale, méme si cette disposition ne débouche sur aucune
performance. On objectera que la forme compétitive de ce jeu dicte ici I'intention de
I’adversaire, ce qui ne permet pas, a ce niveau, de distinguer 'autre joueur humain de
I’ordinateur. Pour autant, le seul fait, pour un joueur, de savoir qu’il est face a un autre
joueur humain, plutdt que devant un ordinateur, active chez lui une zone du cerveau qui
pourrait €tre utilisée pour « deviner ses pensées », selon la formule dé¢ja retenue par Possel.

D

C’est a partir d’un type de jeu différent qu’une majorit¢ de chercheurs s’est employ¢e a
dégager les principaux ressorts neuronaux du fonctionnement de cette interintentionnalité au
cours d’interactions interprétables en termes de transactions économiques. Son archétype est



le jeu dit de la confiance, parfois baptisé¢ aussi jeu de I'investissement (Berg, Dickhaut et
McCabe, 1995). Un premier joueur, nommé I’'investisseur, peut choisir d’investir (ou de ne
pas investir) une proportion I quelconque d’une somme X dont il dispose au départ.
L’investissement consiste ici a confier ce capital & un second joueur, le mandataire (frustee),
qui le fera fructifier de maniére a en multiplier le montant de I (1+r). C’est alors au
mandataire de déterminer le partage des gains ainsi obtenus entre lui-méme et I’investisseur
soit, respectivement, Y pour lui-méme et I (1+r)-Y pour D’investisseur. A son tour,
I’investisseur peut, a nouveau, placer cette nouvelle somme correspondant a (X-I) +1 (1-r)
(ou tout au moins une fraction de cette somme) auprés du mandataire ou stopper le jeu ; et le
jeu se déroule ainsi pendant un nombre de séquences déterminé a ’avance.

La structure de ce jeu comporte un certain nombre de caractéristiques intéressantes pour
notre enquéte. Elle permet, en premier lieu, de préciser les différences de traitement du
risque, selon qu’il émane du monde extérieur anonyme, ou qu’il dépend de la décision d’un
autre ; d’ou I'introduction de la confiance (et de la défiance) dans le second cas. Dans ce jeu,
en effet, toute 'incertitude réside pour chaque joueur dans I’action de I’autre, puisque le taux
de rendement de I'investissement, r, est suppos€¢ exogene et connu d’avance par les deux
joueurs. C’est la raison pour laquelle on I’appelle jeu de la confiance. Mais rien n’empéche de
le faire jouer a des individus en substituant au joueur auquel il serait confronté, un ordinateur
dont les actions seraient calculées sur la base d’un historique statistique des résultats
antérieurement obtenus au cours de ce jeu. Ces réponses de I’ordinateur leur fournissent ainsi
une mesure du risque auquel ils se trouvent exposés dans ce jeu. C’est ce qu’a réalis¢ une
¢quipe de chercheurs qui a comparé de maniere systématique les comportements des sujets
dans ces deux types de situations dérivées du méme jeu (Houser, Shunk et Winter, 2010).

Les résultats de ce travail montrent clairement que les comportements des joueurs se
révelent beaucoup plus tranchés (tout investir, ne rien investir ; tout garder, tout partager)
lorsque le risque est percu en termes de confiance en 1’autre que lorsqu’il est appréhendé en
termes de probabilités. Ces résultats sont a rapprocher de recherches antérieures visant a
explorer les bases neuronales de ces comportements. Ainsi, a-t-on mis en évidence plusieurs
différences relatives aux activations cérébrales concernant notamment des points précis de la
région préfrontale du cerveau dans chacune des deux versions du jeu. Ces activations seraient
beaucoup plus intenses dans le cas ou le risque est réductible a une question de confiance
(McCabe et al., 2001). De méme, I’effet de ’ocytocine, un neuropeptide connu pour ses
propriétés anxiolytiques, n’a été observé que dans I’hypothése d’une incertitude résultant
d’un manque de confiance.

Cette expérience a mis en ¢évidence une autre différence intéressante, lice, cette fois, aux
situations respectives de I’'investisseur et du mandataire. Tandis que ’ocytocine agit sur le
comportement de ’investisseur, en réduisant son inhibition et en favorisant sa confiance, elle



se révele sans effet sur celui du mandataire. L’explication proposée pour en rendre compte
consiste a introduire une distinction supplémentaire entre la pure confiance qui ne peut se
fonder que sur una priori de sociabilité¢, dans le cas de l'investisseur, et la confiance
calculée, tirée de I’expérience, qui se manifeste dans le cas du mandataire (Kosfeld et al.,
2005). Une autre explication est également possible. Le risque auquel se trouve exposé
I’investisseur n’est pas identique a celui que rencontre le mandataire. Le mandataire peut, en
effet, garder pour lui la totalit¢ du gain. Cette possibilit¢ correspond, dans I’esprit de
I’investisseur, a une perte par rapport au retour attendu de son placement. Il s’agit d’un risque
irréductible, car il ne peut rien faire pour I’éviter. Si maintenant I’investisseur ne confie plus
rien au mandataire a la séquence suivante du jeu, le mandataire ne le comptabilisera pas
forcément mentalement comme une perte. En outre, il contrdle en partie ce risque, puisqu’il
sait que la décision de I’investisseur a la séquence suivante dépend de la part du gain qu’il
aura antérieurement rétrocédée a I’'investisseur. Il n’est donc pas surprenant que cette
différence se trouve mise en évidence par I’effet de ’ocytocine. L'une des propriétés de ce
neuropeptide est, en effet, d’inhiber I’activation de ’amygdale ; or ’amygdale est considérée
comme le siége des émotions négatives engendrées par 1’angoisse et la peur. Son rdle a
notamment été mis en évidence dans le cas de la peur de pertes financiéres qui se trouve a
I’origine d’une aversion au risque financier.

Revenons aux enseignements susceptibles d’étre tirés du déroulement de ce jeu de la
confiance pour comprendre les ressorts dynamiques de I’interintentionnalité. A des degrés
différents selon sa position dans le jeu, chacun des joueurs sait que I’action qu’il choisit
dépend de la confiance qu’il place dans I’action de l'autre, mais que I’action qu’il aura
choisie, affectera, a son tour, la confiance que I’autre lui portera. La notion de confiance qui
est ici déterminante dans le fonctionnement des interactions présente cependant une certaine
ambiguit¢ : faut-il attribuer cette confiance directement a P'autre, ou seulement
progressivement, au vu des actions accomplies par cet autre ? C’est la dynamique méme
enclenchée par le jeu qui semble, en définitive, résoudre ce dilemme. Chaque joueur peut, en
effet, induire, de l’observation des actions effectuées par l'autre joueur au cours du
déroulement du jeu, la confiance qu’il pourra lui accorder. Ce schéma bayésien permet ainsi
d’associer I'autre aux actions qu’il a effectuces, en accord avec la seconde interprétation de
cette confiance. Mais il ne permet pas d’expliquer comment la réciprocité de la confiance
entre les joueurs démarre et par conséquent comment un tel schéma se met en place. Il ne
peut pas, en effet, rendre compte de la confiance accordée au mandataire par I’investisseur
lorsque celui-ci joue son premier coup. Si chacun, de son c6té, peut, au terme de cette
procédure construire sa confiance dans ’autre, il n’en résulte pas mécaniquement une
interdépendance des intentions, surtout lorsque les roles de chacun sont différents. Son
explication doit donc étre recherchée ailleurs.



Les expériences menées depuis quelques années par des équipes de chercheurs
pluridisciplinaires en neurosciences fournissent aujourd’hui plusieurs informations
susceptibles de nous mettre sur la voie d’une explication plus satisfaisante du fonctionnement
de cette réciprocité dans la confiance. 11 se confirme, tout d’abord, que ce sont des parties un
peu différentes de la méme région du cerveau qui se trouvent activées chez I’'investisseur et
chez le mandataire, lorsqu’ils se font respectivement confiance, soit la partie médiane du
cortex cingulaire pour l'investisseur, et la partie antérieure du cortex cingulaire pour le
mandataire. Cette différence en fonction des roles, et surtout des séquences du jeu, pourrait
expliquer pourquoi le cerveau de I'investisseur ne travaille pas selon les mémes modalités
que celui du mandataire. Elle renforce, en ce sens, 1’observation précédente faite sur la
sensibilit¢ du comportement de I'investisseur a I’ocytocine. L’investisseur qui, au moins au
départ, ne dispose d’aucune information sur le comportement du mandataire parie alors sur la
confiance par une empathie sociale, dont on a montré¢ qu’elle se trouve activée par ce
neuropeptide. On observe, ensuite, une corrélation tres significative entre I’activation du
cortex cingulaire médian chez I'investisseur et ’activation du cortex cingulaire antérieur chez
le mandataire. Plus précisément, I’'imagerie cérébrale révele que la décision de coopérer du
mandataire s’ajuste, d’abord au signal fourni par la somme remise en jeu par I'investisseur,
puis, apres quelques séquences du jeu, au signal anticipé de cette somme. Tout semble donc
se passer comme si le mandataire faisait, au cours des premicres séquences, 1’apprentissage
du modele mental qui régit le mécanisme de confiance chez I'investisseur (King-Casas et al.,
2005). Mais I’interaction cerebrale qui régit le mécanisme de confiance réciproque entre les
deux joueurs apparait, en définitive, imputable a leur intersubjectivité. On a observé, en effet,
qu’elle ne se manifeste plus lorsque 1’on substitue aux véritables joueurs des informations
visuelles sur le déroulement du jeu, pourtant identiques dans leur contenu, a celles obtenues
par les joueurs dans le cadre du jeu de la confiance. En revanche, ce mécanisme parait
indépendant du résultat positif, négatif ou neutre, induit par la réciprocité, ainsi que des
montants en jeu et n’est pas significativement sensible au nombre des séquences (Tomlin et

al., 2006).

Comment faut-il interpréter ces données ? Le paradigme de la confiance est intéressant
pour notre enquéte sur les modalités de fonctionnement de DI’interintentionnalité, dans la
mesure ou faire confiance a un autre renvoie, chez cet autre, a une forme de réciprocité.
Ainsi, peut-on penser qu’un signal de confiance per¢u chez l'autre active directement
I’intention d’y répondre, en donnant a son tour sa confiance a I’autre, selon un modele ou la
réciprocité prendrait la place de I’imitation dans la dynamique d’un systéme du type de celui
des neurones miroirs évoqué au chapitre précédent. Ressentir dans ’action de I’autre une
manifestation de confiance pourrait ainsi déclencher automatiquement un systéme, ou plus
probablement, une chaine de systémes, qui conduirait a faire confiance a cet autre. Ce



mécanisme permettrait notamment d’expliquer pourquoi, a un certain moment du processus,
la confiance devient un domaine commun aux deux joueurs, de telle sorte que la question qui
se pose alors a eux est celle de la distinction entre moi « moi » et '« autre (moi) », au niveau
de sa manifestation. On notera a ce sujet que laccoboni et ses collegues ont émis sur ce point
I’hypothése que le mécanisme des neurones miroirs, mis en lumiére a partir de la vision
d’actes moteurs effectués par d’autres, pourrait étre étendu aux intentions révélées par de tels
actes (Iaccoboni et al. 2005). Cette conjecture a toutefois été discutée et contestée. Encore
faudrait-il, pour déclencher ce mécanisme dans I’exemple du jeu de la confiance, qu’il existe
un acte moteur initial.

Transposer le schéma des neurones miroirs au cas de la confiance exigerait, au préalable,
de distinguer plusieurs niveaux dans le transfert de confiance par l'intermédiaire de la
réciprocit€¢ : un premier niveau ¢lémentaire, de caracteére biologique, dont certaines traces
neuronales ont pu étre mises en évidence dans d’autres expériences ; un second niveau, plus
¢laboré¢, ou I’observation d’une action de I'autre supposée inspirée par la confiance fait écho
a I'intention de donner sa confiance ; un troisiéme niveau, enfin, ou la vérification de cette
réciprocité par I’expérience conduit a un modele mental partagé de la confiance. Reste a
comprendre les conditions de passage d’un niveau a I’autre. Nous proposons de reprendre ici
les hypotheses de retranscription du codage d’un niveau a un autre formulées par Proust et
Pacherie (2008). Ces processus de retranscription pourraient ainsi prendre leur place dans les
phases d’apprentissage de la réciprocité qui ont ét€¢ mises en évidence par I’'imagerie cérébrale
au cours du jeu. Le premier niveau correspond au découplage entre les « autres » et le
« monde extérieur » ; le second niveau permet I'interprétation intentionnelle de ’information
en provenance de lautre ; le troisieme niveau conduit a la formalisation de la différenciation
entre « moi » et I’« autre » dans un rapport de confiance réciproque.

L’éveil et la construction d’une confiance réciproque ainsi décrits permettent d’expliquer
les résultats expérimentaux au terme desquels, on observe, dans une majorité de cas, que les
joueurs s’engagent dans un processus de confiance mutuelle. Sont-ils pour autant
irrationnels, comme le suggere la solution théorique proposée par la théorie des jeux ? Pas
nécessairement. L’investisseur qui confie la somme au mandataire ne connait rien de lui, au
sens ou il ne dispose d’aucune information sur son comportement. Selon cette perspective, il
n’aurait donc pas plus de raison de lui faire confiance que de ne pas lui faire confiance. S’il
se méfie, c’est en raison des régles de ce jeu, qui permettent au mandataire de ne rien lui
rétrocéder des gains obtenus, au cours de cette premic¢re séquence. Par sa décision de lui
confier cette somme au début du jeu, I'investisseur fournit toutefois au mandataire une
information, en forme de signal, sur son intention de lui faire confiance, de telle sorte que le
mandataire dispose, lui, au moment ou il prend sa décision, d’un argument pour lui faire
confiance. On retrouve ici un débat bien connu en théorie de jeux entre les mérites cognitifs



respectifs des informations passées qui ont été expérimentées et qui sont projetées sur le futur
(foreward), et des informations futures qui sont logiquement rétroprojetées (backward). Les
recherches actuelles de neuroscience théorique semblent montrer que les réseaux neuronaux
du cerveau travaillent plutét sur un mode foreward (Dayan et Abbott, 2001), ce qui
expliquerait le comportement du mandataire. C’est la raison pour laquelle les expériences de
ce jeu réalisées en imagerie cérébrale ont privilégié, jusqu’a présent, 1’étude des réactions du
mandataire. 11 reste & comprendre la confiance initiale de I'investisseur. Faute de reperes
mnésiques personnels (conscients ou non conscients), cette confiance initiale manifestée par
I’investisseur ne peut s’expliquer de cette maniere. D’autres ressorts du fonctionnement
cérébral pourraient alors ¢étre concernés. Certaines caractéristiques biologiques
subpersonnelles, propres a notre espece, et peut-étre a d’autres, ont ét€¢ invoquées pour en
rendre compte. De telles caractéristiques se développent au cours de la formation du cerveau,
dés les premiers mois jusqu’aux premieres années de la vie. Elles ont donné lieu a une
interprétation en termes d’empathie sociale, dans la perspective de la mentalisation
(mentalizing) développée par la philosophie de I’esprit (Frith C. et Frith U., 2003, 2006).

Les voies ainsi ouvertes par les neurosciences ne résolvent pas les difficiles problemes
posés a la théorie des jeux par une appréhension de l’autre dans un cadre logique. Elles
permettent, néanmoins d’en mieux comprendre les contours et les racines mentales et
d’eclairer, de cette maniere, les voies qui pourraient conduire a leur résolution.



Commentaire Les subtilités
de ’interintentionnalité

Christian Schmidt montre bien a la fois que la constitution d’une base de connaissance
commune semble indispensable en théorie des jeux, et qu’elle pose probleme des qu’on
prend au sérieux l’intersubjectivité des interactions, puisque alors on doit se demander
comment des sujets différents peuvent parvenir a converger. Cependant nous avons montré
que nos intentions et nos croyances personnelles se construisent dans ces mémes interactions
qui constituent les sujets les uns relativement aux autres, comme le suppose le concept
d’interintentionnalit¢ introduit par Christian Schmidt, et comme I’a suggére le chapitre 1. Dés
lors, parvenir a une solution du probléeme apparait certes comme une tache plus complexe, en
raison de la complexité de ces coconstructions, mais aussi comme une tache realisable, méme
s’1l faut sans doute renoncer a garantir I'unicité et I’optimalité d’une telle solution.

Nous allons donc revenir sur les conditions de cette coconstruction, d’une part en tentant
de donner a ses bases sensorimotrices — du genre des neurones miroirs — leur juste place,
d’autre part en analysant avec plus de détail les différentes positions possibles qui permettent
que dans une interaction, autrui soit reconnu comme tel, enfin en montrant que
I’établissement de la confiance pourrait bien nous faire sortir de la dualit¢ moi-autrui pour
esquisser une référence a des tiers. Et c’est d’ailleurs bien par cette introduction du role des
tiers que la théorie des sentiments moraux d’Adam Smith s’était montrée si profonde.

B

La limite des processus du type « neurones miroirs » est qu’ils ne nous permettent pas de
saisir autrui comme tel, alors méme qu’ils nous permettent de nous constituer comme a la
fois similaires et différents de lui. En s’activant a la fois quand nous accomplissons un
mouvement orienté vers un but et quand nous voyons autrui accomplir un mouvement
similaire, les neurones miroirs nous permettent bien de saisir le mouvement d’autrui comme
intentionnel, comme signifiant pour nous, mais non pas d’y voir une manifestation d’autrui
comme autre. Il nous faut pour cela commencer par étre capable d’inhiber notre propre
mouvement qui tendrait a imiter le mouvement d’autrui — ce que ne fait pas a lui seul le
neurone miroir. Et cette inhibition n’offre encore qu’une modalité de la constitution de soi
comme différent d’autrui, mais pas de celle d’autrui comme différent de soi, puisqu’il
demeure alors un autre, mais un autre moi-méme. Pour appréhender autrui, et par exemple
pour pouvoir imaginer qu’il peut avoir des croyances et des intentions différentes des notres,
ce que Christian Schmidt reléve comme probléme pour la théorie des jeux, il faut d’abord
couper court a notre tendance a I'imitation. Il faut ensuite pouvoir comprendre que la
situation d’action pour autrui, méme si elle offre des similitudes avec les activités dont nous



sommes capables, n’est pas la notre. Mais en méme temps, il nous faut continuer a utiliser
nos propres dispositions d’action et d’expression pour interpréter la situation telle qu’elle se
présente pour autrui, sinon il ne serait pas pour nous une autre personne. Il faut enfin
pouvoir étre sensibles, sur fond de cette similarité, a ses différences. Autrui se constitue donc
dans un jeu complexe qui méle le méme a I’autre.

A la suite de Leslie, on a suggéré que cela demandait une capacité de découplage,
puisqu’il fallait en quelque sorte activer dans la situation en cause a la fois notre propre point
de vue et celui de lautre, tout en distinguant les deux. Dire que nous activons deux esprits
différents au sein du ndtre serait aller trop loin. Il nous suffit en effet d’activer nos propres
processus cognitifs et affectifs, ce qui nous donne une base de comparaison, puis de tenir
compte de quelques différences propres au point de vue d’autrui. Nous n’avons pas a
constituer tout un esprit sépar¢, ce qui impliquerait d’ailleurs d’avoir un savoir de notre
propre esprit dont nous ne sommes pas assures.

Il faut de méme rester prudent par rapport a une reconstitution du dualisme entre le
physique et le mental, qui pointe méme en neurosciences, et qui consiste a dissocier deux
aspects des interactions avec autrui, celui des interactions physiques, en particulier motrices,
li¢ au systéme des neurones miroirs, et celui des rapports mentaux avec autrui, qui serait li¢ a
la « théorie de l’esprit », et au cortex préfrontal. Si les neurosciences se bornaient a
reconstituer les préjugés de la philosophie classique (tout en critiquant, comme Damasio, un
cartésianisme qui n’est pas celui de Descartes), elles n’auraient pas beaucoup d’intérét pour le
philosophe d’aujourd’hui. Certes bien des travaux insistent sur une différence entre
I’empathie par contagion et imitation, et celle qui implique une activité de « mentalisation »,
ou d’inférence des états mentaux d’autrui (Fan, 2011, Zaki, 2012, Paulus, 2013, Corradini,
2013, par exemple). Cependant le cortex cingulaire médian ou encore I’'insula antérieure sont
activés aussi bien dans 1’évaluation cognitive que dans I’empathie affective, alors qu’on relie
la partie dorsale du premier a 1’évaluation et la partie droite de la seconde a I’affectif. Cognitif
et affectif ont donc des recouvrements. D’autre part il faut faire des différences plus
graduelles, par exemple entre a) I’imitation d’un mouvement d’autrui vers une cible, mais
avec inhibition de notre mouvement ; b) le partage d’une émotion parce que je vois réagir
autrui et que je réagis au méme trait de la situation’ ; ¢) ma supposition implicite que la
réaction émotionnelle que je ressens en face de telle situation, autrui la ressent lui aussi, d)
I’attribution a autrui d’une émotion qu’il ne manifeste pas mais que j’éprouverais si j’étais a
sa place, et e) I’assignation a autrui d’'une émotion qu’il devrait avoir — mais que je n’éprouve
pas moi-méme.

L’empathie qui est déclenchée au niveau de I'imitation pourrait passer pour primaire
parce qu’elle passe par des activations lies au systeme moteur, que la source en soient les
expressions — reliées a D’activation de muscles faciaux —, les postures, ou encore les



mouvements (Paulus, 2013). Cependant, si expérimenter une conduite comme expressive ne
demande pas de se projeter en autrui (Daly, 2014), cela demande bien de ressentir ses
dynamiques corporelles comme des tendances affectives et des tendances a [’action
(Braadbaat, 2013) en situation, ce qui va plus loin qu’une simple réaction primaire.
L’empathie pour la souffrance d’autrui, bien qu’elle soit des plus spontanées, est d’ailleurs
modulée par des informations plus €laborées, comme I’appartenance de celui qui souffre a
mon groupe ou a un autre groupe (Eres, 2013), ou comme I’évaluation de son précédent
comportement comme injuste (Engen et Singer, 2012). Une empathie qui active a la fois des
régions cérébrales déja activées pour des affects de contagion émotionnelle comme I’insula
antérieure et des régions liées a la « mentalisation » ou identification des attitudes mentales
d’autrui comme le cortex préfrontal médian est un bon prédicteur d’un comportement
prosocial envers quelqu’un qui est victime d’exclusion (Masten, 2011).

La neuroéconomie, elle aussi, se permet bien des simplifications, mais elle nous oriente
vers une autre piste que celle d’une opposition dualiste entre contagion affective et attribution
purement cognitive d’états mentaux, quand elle tente d’articuler un systéme de la récompense
(avec une base limbique) et un systeme de mise en balance de motivations opposees (li€¢ au
préfrontal). Car ce qui nourrit ce second systeme, ce sont des différences, des divergences
entre les appréciations des conséquences d’une méme décision. Or on peut penser que
I’appréhension d’autrui en tant que tel se construit sur des bases similaires : sur la
reconnaissance des divergences entre les buts d’autrui et les notres, entre la situation vue par
autrui et vue par nous. Nous percevons d’abord des différences par rapport a nos propres
expressions, actions et cibles — par exemple, si autrui et moi visons la méme cible, 1l y a
divergence pour savoir qui atteindra la cible. Comme c’est en ne pouvant d’abord
m’empécher de supposer autrui similaire a moi que je vais pouvoir remarquer des différences
et ainsi reconnaitre son altérité, la conjonction de réactions affectives de base et d’attributions
d’¢tats mentaux qui peuvent différer du mien (Lamm, 2011) est nécessaire pour cette
reconnaissance.

Ces divergences, il ne suffit pas de les remarquer, il faut pouvoir les comprendre, et cet
effort nous améne a enrichir notre gamme de scénarios variés d’actions et de réactions. Pour
chacun de nous, la construction d’« autrui » constitue un répertoire de différences par rapport
a nos attentes de base, qui nous ameéne a pouvoir nous décaler d’une attente sur une autre en
fonction de variations de comportement d’autrui.

Peut-on alors penser que les similitudes des organisations neuronales des humains
pourraient assurer la communication avec autrui mieux que ne le ferait une hypothese trop
forte de rationalit¢ ? Les neurosciences suggerent I’idée d’un réseau de représentations
commun (cf. par exemple Decety et Sommerville, 2003) qui serait le point d’appui de nos



raisonnements sur autrui. Or, si autrui est construit par apprentissage de différences, cette
hypothese n’est-elle pas mise en cause ? Mais i1l y a bien une organisation qui nous est
commune : c’est justement celle qui nous donne la capacit¢ d’apprendre a partir de
comportements d’autrui qui différent de nos attentes initiales. Ce qui nous est commun, ce
n’est pas que nous partageons des contenus mentaux et leurs corrélats neuronaux. C’est que
nous disposons de manieres similaires de déclencher des dynamiques interactives qui ont des
trajectoires différentes, ’apprentissage ¢tant 1’effet mémorisé de ces interactions motrices,
affectives, cognitives, quand nous sommes en relation les uns avec les autres. Autrui, c’est
finalement un accélérateur et un démultiplicateur d’apprentissages.

On peut ainsi réinterpréter légerement différemment les expériences qui montrent que
nous n’activons pas les mémes zones cérébrales quand nous pensons interagir avec un
ordinateur ou avec une personne. L’ordinateur ne présente pas le méme profil
d’apprentissage interactif. Soit il donne des instructions a suivre a la lettre, soit, quand ses
réponses deviennent non pertinentes, c’est a nous tout seuls de trouver comment nous y
prendre. Au contraire, dans une interaction avec un humain, nous pouvons nous attendre a ce
que sa conduite ait un sens qui soit relatif a la nétre. Dés lors, soit I’interaction reste dans le
cadre d’un scénario déja appris (ce qui la rend plus aisée), soit, quand nous sommes perdus,
nous pouvons la plupart du temps régler le probléme par une nouvelle interaction.

L

Nous sommes donc amenés a différencier plusieurs manieres pour un sujet de se mettre
dans une perspective ou position qui lui permette un rapport a autrui.

Christian Schmidt en a d¢ja distingué trois : 1) « me mettre dans la situation d’autrui »
cela consiste a identifier, selon mes propres criteres, la situation dans laquelle se trouve
I’autre, a imaginer comment je réagirais moi-méme dans une telle situation, et a identifier
ainsi les intentions d’autrui ; 2) « me mettre dans la perspective d’autrui » : cela consiste a
tenter d’imaginer en quoi autrui a une perspective différente de la mienne et peut se
représenter différemment la situation, ce qui me permet d’imaginer en quoi ses intentions ont
des chances de différer de celles que j’aurais dans la situation telle que je la vois de ma
propre perspective ; 3) « tenir compte de la manicere dont autrui tient compte de mes propres
attitudes » : cela ne consiste plus seulement a se représenter la situation visible pour tous deux
et a moduler cette représentation difféeremment selon les différentes perspectives. 11 faut
d’abord que chacun tienne compte, pour déclencher telle ou telle conduite, des intentions de
I’autre avant méme qu’il agisse. Comme cette prise en compte par autrui de mes intentions
supposees peut modifier les propres intentions d’autrui, il faut, par ricochet, que je tienne
compte de la manicere dont autrui interprete mes propres intentions.

Ces distinctions sont nécessaires pour mettre en place une réflexion sur les problémes



rencontrés par la théorie des jeux. Mais il peut étre utile d’ajouter quelques paliers
supplémentaires dans la succession de ces différentes étapes.

Il existe par exemple une ¢étape intermédiaire entre les deux premicres positions. Nous
apprenons certains roles relationnels (moi et mes parents, moi et mon freére ou ma sceur, etc.),
qui spécifient des scénarios typiques d’interintentionnalité. Avec ces structures relationnelles,
nous disposons d’un stade intermédiaire entre « me mettre dans la situation d’autrui » avec
mes propres modes de réaction, et « me mettre dans la perspective d’autrui » pris dans sa
différence singuliere. Dans ce stade médian, la perspective d’autrui est d’emblée intégrée a la
situation relationnelle, que je percois a partir de ma propre perspective, elle-méme liée a un
des rdles de la situation. C’est seulement en notant des différences de la conduite d’autrui
avec ces roles que nous pourrons ensuite nous interroger sur la spécificité d’autrui.

S’ajoutent a ce répertoire de rdles relationnels quelques éléments au moins de ce qu’on
appelle la « théorie de I’esprit ». Ses partisans pensent évident que nous ayons des croyances
et des désirs, des perceptions et des sensations, des intentions d’action et des émotions
(certains voient dans les émotions des combinaisons de désirs et de sensations). Mais ils ne
vont pas jusqu’a supposer que tous les humains disposent de ces concepts-la précisément et
les maitrisent. En revanche, tous ont appris, méme s’ils ne le formulent pas exactement dans
ces termes, qu’il est des désirs irréalisables, qu’il vaut mieux avoir des croyances conformes
plutét que contraires aux faits observés, que les mises en action des intentions peuvent
amener leur ajustement, voire leur révision, etc. S’ils n’ont pas une maitrise des concepts de
croyances, etc., ils ont percu les différences et conflits qui peuvent se produire, par exemple,
entre croyances et désirs. Ils en ont une connaissance différentielle, un peu comme celle des
différences de perspectives et de rdles.

La tache de la fausse croyance, que nous avons ¢évoquee au chapitre 1, implique ainsi une
tension entre les croyances de I’enfant témoin — pour ce qu’il en est de la place actuelle des
bonbons — et celles qu’il doit arriver a assigner a I’enfant qu’on a fait sortir. Rappelons que
plusieurs expériences ont montré que cette tiche ne pose pas de probléemes quand il faut
simplement la résoudre sur le plan pratique. Des enfants en bas age savent aider I’enfant une
fois de retour, et lui évitent de se diriger vers la boite initiale®. De méme, si I’enfant témoin
avait lui-méme caché les bonbons, il saurait que I’enfant qui est sorti désignerait leur place
initiale, puisque c’est ce comportement qu’il aurait voulu induire. La situation de I’expérience
classique est plus compliquée, parce que I’enfant témoin doit identifier dans la situation ce
que vise ’expérimentateur qui fait sortir ’enfant et qui (lui ou un autre expérimentateur) pose
la question a I’enfant témoin. Celui-ci doit chercher a identifier la « croyance » de 1’autre
enfant, et donc imaginer non pas ce que doit faire cet enfant, mais ce qu’il va « croire ». La
situation n’est pas immeédiatement claire pour I’enfant témoin : la bonne réponse attendue
concerne-t-elle la place que devrait désigner 1’enfant qui est sorti si celui-ci voulait donner



une réponse conforme aux faits, ou celle déduite de sa croyance reconstruite ?

Le probléme que l’enfant doit réellement résoudre n’est sans doute pas, dans ces
protocoles, celui d’identifier les attentes pratiques d’autrui (Ia encore des expériences
montrent que des enfants en bas age comprennent qu’a partir d’informations fausses on a des
croyances ou des attentes fausses). C’est plutdt celui d’avoir a construire des « croyances »
isolées comme telles, c’est-a-dire de trouver la schématisation ou simplification pertinente de
la situation qui sera en accord avec lattente de I’expérimentateur concernant des
« croyances » et avec une focalisation sur la perspective cognitive de I’enfant qui est sorti de
la piece, sans plus tenir compte de la structure connue comme conforme aux faits.

Une fois cela fait, ’enfant témoin doit réussir a construire une catégorie de croyances qui
sont des « vraies fausses croyances » : des croyances doublement en tension avec le rdle
normal des croyances en théorie de I’esprit. Ces croyances particulicres sont contraires aux
faits, ce qui est d¢ja génant, et de plus elles sont tenues pour vraies par leur porteur, ce qui
aggrave encore la situation. Certes, I’enfant a bien déja par ailleurs ’expérience de croyances
fausses, puisque les make-beliefs, qui ne sont pas « pour de vrai », sont indispensables a ses
jeux avec d’autres enfants. Mais elles sont tenues pour telles par leur porteur, alors méme
qu’il les utilise dans ses jeux. Et comme dans ces cas il ne croit pas que ces croyances soient
la realite, la tension est apais€ée. On voit sur cet exemple que la théorie de I’esprit se ramene
en fait a la maitrise d’une série d’opérations qui puissent permettre de passer des croyances a
la réalité ou des désirs a I’action et ainsi de suite pour les autres attitudes. Elle pourrait en fait
étre ancrée essentiellement sur I’identification de types d’opérations impossibles ou de
sources de conflits entre ces attitudes, conflits qu’il faut régler.

La tache de la fausse croyance est donc plus complexe que les expérimentateurs ne le
pensent. Elle exige qu’a partir des différences de perspectives, ’enfant arrive a constituer un
contenu et un type d’attitude qui aient la propriété remarquable de pouvoir se transférer, par
une transformation bien définie des perspectives, d’un sujet & un autre : ce qu’on appelle une
« croyance ». Et cette tiche présente donc bien des similitudes avec ce que le théoricien des
jeux suppose ses joueurs capables d’avoir en téte !

Cependant la figure d’autrui est ici réduite a une perspective différente sur un contenu qui
peut étre réutilis€, mutatis muntandis, par le sujet. Or nous pouvons aussi vouloir repérer
pour elle-méme la singularité de la perspective d’autrui. Des lors, comme nous ne pouvons
nous mettre réellement « dans sa peau », nous devrons nous livrer a des interprétations. Et
c’est parce que plusieurs interprétations différentes seront possibles, et que nous n’aurons pas
la clef de ce qui nous permettrait de décider entre elles, que nous pourrons reconnaitre
(évidemment sans pouvoir la définir positivement) la singularité d’autrui.

C



Le troisieme niveau distingué par Christian Schmidt, « tenir compte de la maniere dont
autrui tient compte de nos propres attitudes », peut aussi susciter des interprétations plus
faibles ou plus fortes, et donner ainsi place a de nouvelles étapes intermédiaires. Il nous
amene aussi @ mieux spécifier comment peut se mettre en place I'interintentionnalité.

Quand nous transportons a deux un meuble lourd et encombrant dans un escalier, celui
de nous deux qui est en haut apprend vite qu’il doit tenir compte de ce que certaines
orientations qu’il donne au meuble rendent a son partenaire du bas la tiche plus difficile
— par exemple parce que cela le coince contre le mur ou contre la rampe. Le partenaire d’en
bas préférera d’ailleurs lui-méme imposer une orientation du meuble qui rende difficile au
partenaire d’en haut de le coincer.

Nous sommes la en pleine interintentionnalité. Pour ce faire, cependant, les partenaires
n’ont pas besoin d’identifier toutes les croyances et désirs de leur vis-a-vis, et de se situer a ce
troisieme niveau. Ils s’appuient essentiellement sur les contraintes que la situation leur
impose. C’est en s’appuyant sur ces contraintes qu’ils peuvent interpréter des déplacements
comme risquant de bloquer les manceuvres ultérieures, les lier a des intentions mal ajustées
d’autrui, et procéder a des corrections de ces intentions.

Dans les jeux de la théorie des jeux, la définition des régles et des valeurs de paiement
jouent le role de telles contraintes. Leur connaissance au moins partielle doit donc étre
supposée. Dans la vie sociale courante, les capacités spécifiques a ce troisiéme niveau ne sont
mobilisées que si ’interaction envisagée ne tombe pas sous un scénario connu, qui porte avec
lui sa structure de perspectives et sa structure cognitivo-pratique, et s’il faut se lancer dans
une construction en commun de ces structures.

Le probleme classique d’éviter de se télescoper quand on se croise sur un trottoir, par
exemple, ne devient un probleme de ce genre que s’il change de nature. Supposons que je me
promene dans une ville renommeée pour la fréquence des vols et attaques a main armée, et
que je voie de loin que je vais croiser un pi¢ton qui vient en face et qui n’a pas lair
débonnaire. Faut-il alors changer de trottoir, ce qui montre que je crains de sa part des
intentions malveillantes, mais qui pourrait éveiller chez lui de telles intentions (ne serait-ce
que des injures), ou bien continuer I’air de rien, mais en restant prét a sauter de coté ? De ces
deux scénarios, d’ailleurs, je n’ai aucune expérience préalable, si bien que je ne sais pas
quelles contraintes effectives ils imposent dans I’interaction. Dans ce cas, on comprend que je
tente d’imaginer quelle interprétation ce passant pourrait donner de mes propres intentions. Je
serais bien heureux alors de disposer de regles qui fixent des limites a mon imagination. Mais
précis€ément, nous n’avons besoin de nous situer a ce niveau que s’il n’existe pas encore de
telles regles, ou bien si plusieurs regles différentes sont toutes disponibles au méme degreé.

A ce stade, il serait vain de croire que je peux me mettre a la place de ’autre tel qu’il



pense et agit parce qu’il s’est lui-méme mis & ma place. Nous sommes justement dans un cas
ou les contraintes de la situation ne sont pas suffisantes pour limiter I’'indétermination. Celle-
ci va se multiplier a chaque stade de réflexion et rendre le probléme de la sélection d’une
intention a assigner a autrui quasiment indécidable.

Nous sommes donc face a un dilemme : soit les contraintes de la situation d’interaction
sont suffisantes pour ne laisser place qu’a peu d’interprétations différentes des intentions des
partenaires, et nous n’avons pas alors vraiment besoin de passer au niveau des croyances sur
les croyances d’autrui. Soit ces contraintes laissent encore une grande liberté d’interprétation
— ce qui laisse le probleme largement indéterming, et n’encourage pas a nous lancer dans ces
activités cognitives de niveau ¢leve, puisqu’elles ont peu de chances d’aboutir.

Les solutions envisagées dans diverses expériences confirment ce dilemme. Le recours a
I’ocytocine revient a imposer une contrainte qui limite les interprétations, en nous faisant
sélectionner les interprétations les moins anxiogénes de la situation. Le recours a une
dynamique d’apprentissage peut aussi se comprendre comme ce qui permet de trouver dans
une histoire et une évolution des contraintes supplémentaires de cohérence entre ses étapes,
qui ¢liminent certaines interprétations. Mais cela ne résout pas les problémes qui se posent
dans des circonstances ou nous n’avons pas encore eu avec autrui d’interaction assez longue
pour avoir construit un scénario autour de ses attitudes.

En fait dans ce genre de situation d’incertitude, nous avons deux attitudes génériques :
I’'une est d’activer malgré tout des scénarios connus, l'autre est de rester ouvert aux
développements de I'incertain et de réviser nos attentes dés qu’un indice nous est donné.
Ainsi, dans le jeu de la confiance (Trust Game), 'investisseur est mis en situation soit de
faire confiance, comme dans un scénario d’investissement avec un partenaire déja connu, soit
de ne pas faire confiance, comme lorsqu’il est en encore en recherche d’indices. Le
mandataire, lui, a plus d’¢léments : il peut supposer que la transmission d’une forte somme
vaut attente de réciprocité. Mais comme il interagit avec un inconnu, il peut malgré tout
refuser ce scénario. Cela dépend, en fait, non seulement de ce qu’il imagine des intentions de
son partenaire, mais de ce qu’il pense étre ce que I’expérimentateur (qui occupe le réle du
tiers) tient pour la bonne réponse. Or ce dernier aspect de sa situation réintroduit de
I’incertitude, si bien qu’il peut refuser la réciprocité en pensant qu’elle n’est pas forcément la
réponse reconnue correcte par un expérimentateur économiste !

Nous retrouvons ici un trait de I’expérience de la fausse croyance. C’est la référence a un
tiers qui expliquait la difficulté de cette tiche. Dans le jeu de la confiance, c’est inversement la
référence implicite a des tiers (présents ou absents) qui donne des repéres aux sujets. Les
sujets commencent par rester dans un scénario connu, ce qui amene 1’un a investir et 'autre a
renvoyer I’ascenseur. IlIs demeurent donc dans leur cadre social usuel, ou les tiers vont juger



défavorablement celui qui trahit les attentes d’autrui. Si on leur fait répéter longtemps ce jeu
dans des conditions d’anonymat, comme ils sont engagés comme tout humain dans une
dynamique d’apprentissage, ils vont chercher d’autres pistes. L’expérimentateur, en assurant
I’anonymat, laisse envisager une autre attente que celle, classique dans les relations sociales,
de coopération au moins partielle. On voit alors davantage de mandataires qui ne jouent pas
le jeu de la réciprocité, et des investisseurs qui diminuent leur envoi. Mais le fait que ces
transformations prennent du temps implique qu’il a fallu se déprendre d’un premier
apprentissage qui renvoyait aussi a des tiers, mais qui se déroulait dans un autre cadre social
que celui que semble laisser suspecter 1’expérience. Le role des tiers, c’est celui de ces
référents qui sont implicitement présents méme quand ils sont absents, parce qu’ils font partie
des scénarios d’interaction sociale que nous avons appris. Nos relations avec autrui ne sont
pas complétes sans cette référence aux tiers (nous reviendrons plus loin sur ce point).

Quand nos relations avec autrui dépassent le cadre de nos proches, nous pouvons
toujours nous reférer implicitement a des tiers dont la présence est implicite, mais qui servent
de référence commune aux deux protagonistes alors qu’ils ne participent pas a I’interaction
— 1ls sont censés en quelque sorte observer les partenaires dans leur dos. Mais nous pouvons
aussi €tre plus sensibles aux singularités d’autrui, ce qui exige dans un premier temps de ne
plus pouvoir nous contenter de scénarios précongus et donc de réintroduire de I’incertitude
dans nos attentes.

1. Cette question des deux Adam Smithsouvent présentée comme « The Adam Smith problem » a été longuement débattue par les historiens de
la pensée économique, notamment dans la tradition germanique.

2. C’est dans cette seconde perspective que la tradition utilitariste, héritée de Bentham et de Sidgwick, a développé un mode de calcul
économique qui intégre I'altruisme et préfigure, d’une certaine maniére, I’économie du bien-étre.

3. Concernant la question de I'influence des idées de Schiitzsur la pensée d’Hayek, on consultera I'ouvrage de T. Aimar (2009), The Economic
of Ignorance and Coordination, Cheltenham Glos (UK), Edward Elgar Publishing.

4. Cette question a été abondamment discutée dans le cadre de la théorie des jeux, sans qu’émerge une véritable réponse de la part des
théoriciens. Tout au plus sont-ils tombés d’accord sur le fait qu'une entente préalable entre les joueurs, avant le commencement du jeu, n’est pas ici
de nature a résoudre, ni méme a éliminer, la question (Harsanyi et Selten [Postscript], 1988 ; Aumann, 1990).

5. Sur cette question on consultera Edmund Husserl, Phénoménologie de I’attention, introduction et traduction de Natalie Depraz, Paris, Vrin
2009, et « De I'inter-attention a I’attention relationnelle. Le croisement de 'attention et de 'intersubjectivité a la lumiére de I’attention conjointe »
Revue canadienne de philosophie continentale, 2010, 14 (1), p. 104-118.

6. Merleau-Ponty congoit cet « autre moi-méme » au niveau de la perception d’autrui, comme le signe de ce qu’il nomme la croyance en un
« étre indivis » (Merleau-Ponty, 1946). Nous avons montré que cette croyance était indétachable d’une perception « active », c’est-a-dire, d’une
certaine maniére, intentionnelle (Schmidt, 2010).

7. Mais I'imitation affective n’est pas automatique, elle est affaiblie si on doit accomplir une tiche cognitive prenante (Rameson, 2011).

8. Cf. Baillargeon R., Scott R. M. et He Z. (2010), « False belief understanding in infants »Jrends in Cognitive Sciences, 14, p. 110-118.
Kovacs A. M., Téglas E. et Endress A. D. (2010), « The social sense : Susceptibility to others’ beliefs in human infants and adults »Science, 330
(6012), p. 1830-1834. Onishi K. H., Baillargeon R. (2005), « Do 15-month-old infants understand false beliefs ? »Science, 308 (5719), p. 255-258.
Poulin-Dubois D., Sodian B., Metz U., Tilden J. et Schoeppner B. (2007), « Out of sight is not out of mind : Developmental changes in infant
understanding of visual perception during the second year », Journal of Cognition and Development, 8, p. 401-421.



CHAPITRE 3

Le cognitif interactionnel

Nous avons développé dans le chapitre 2 1’analyse des processus par lesquels un sujet
devient peu a peu sensible a la fois aux similarités qu’autrui présente avec lui et a son altérité.
Nous avions montré au chapitre 1 que le sujet est intersubjectif et qu’il se construit dans
I’interaction avec son environnement et avec autrui. Pour étre capable de se construire ainsi,
il doit pouvoir en [ui-méme en arriver a disposer de registres différents qui soient eux-mémes
en interaction, ne serait-ce que pour pouvoir distinguer dans I’interaction ce qui reléve des
autres et ce qui releve du soi. On peut alors supposer que ces capaciteés a utiliser différents
registres, qui sont utilisées dans son rapport a autrui, ont aussi une portée plus générale.
Inversement, le développement des rapports a autrui doit avoir des effets en retour sur ces
dispositions plus générales et leur apporter des potentialités supplémentaires. Dans ce
chapitre, nous allons donc montrer en quoi la perspective interactionniste permet aussi de
comprendre des capacités plus generales de cognition et de décision de I'individu, et indiquer
quelques-uns de ces effets en retour.

Le probleme soulevé par la perspective de construction interactive et intersubjective du
sujet proposée au chapitre 1 est le suivant : dans ces interactions, des différences de registre
se constituent (par exemple : le mouvement que je percois, le mouvement que je commande).
Mais ces registres doivent s’intégrer les uns aux autres, et cela de maniére immanente, sans
qu’on doive supposer le deus ex machina d’une unité organisatrice surplombante et déja
donnée. Cette intégration doit elle-méme résulter ou émerger d’interactions. Un critére
classique d’intégration est la cohérence d’un ensemble d’opérations qui s’enchainent les unes
aux autres dans le temps. Or la psychologie expérimentale montre des ruptures de cohérence
dans plusieurs domaines.

Nous partirons de quatre types de phénomenes qui mettent en question cette cohérence.
IIs ont donné lieu tous les quatre a des interprétations dualistes, qui opposent deux
fonctionnements ou deux systémes, et ils posent tous les quatre des probléemes a la théorie
classique de la décision. Il s’agit des phénomenes de discount temporel ; des différences de
rapidité de traitement cognitif et décisionnel qui ont suscité I’hypothese de deux systemes de
raisonnement et de décision ('un dédi¢ a des réponses rapides qui ne nécessitent pas
d’inférences compliquées, ’autre a des raisonnements plus €laborés mais plus lents) ; de
I’opposition entre €émotions et cognition rationnelle ; de ’opposition entre catégories bien
délimitées et catégories vagues. Nous tenterons de montrer que toutes ces dualités peuvent
recouvrir des jeux d’interactions qui mélent interactions a courte portée et interactions a



longue portée, et que des variations dans I'importance donnée aux unes par rapport aux
autres pourraient rendre compte de ces dualités apparentes. Il s’agit 1a non pas d’une théorie
admise ni méme pleinement constituée, mais plutét d’une interprétation philosophique, dont
le but est de montrer combien la variét¢é des phénoménes auxquels une perspective
interactionniste peut s’appliquer est grande, a partir de ces quatre types de phénomenes qui
posent de nouveaux défis a une théorie rationnelle de la décision.

Q

Le « discount » temporel

Entre un gain qui va nous arriver tres bientdt mais qui est moins important, et un gain un
peu plus élevé qui nous est promis dans un futur plus lointain, nous préférons en geéneral le
premier. Cela nous amene a des renversements de préférence, puisque quand la date
d’échéance du gain le plus lointain arrivera, nous préférerions avoir dans le passé€ opté pour
ce gain alors futur. En revanche, entre deux gains lointains, méme s’ils sont séparés par le
méme intervalle temporel que le gain proche et le premier gain lointain, nous préférons le
plus important, sans trop nous soucier de 1’¢loignement temporel supérieur du plus lointain.
La dévaluation des gains futurs diminue donc quand on passe d’une comparaison entre un
futur proche et un futur lointain a une comparaison entre deux futurs tous les deux lointains.
Ce « discount temporel » va au-dela de ce que peut expliquer notre méfiance envers des
promesses lointaines, justifiée par ’incertitude du futur.

Ainslie, qui avait lancé dans les années 1970 des études sur ce théme, avait envisagé des
situations ou nous sommes attirés par un plaisir dans un futur proche alors méme que nous
savons que jouir de ce plaisir sera la cause d’un regret ultérieur, parce que les conséquences
de cette jouissance nous auront privés d’un plaisir bien supérieur. Dans ces situations, le
simple fait de passer, d’un temps t0 ou les deux plaisirs sont lointains, d’abord au temps tl
proche du premier plaisir puis au temps t2 plus lointain ou aurait pu intervenir le second
plaisir suffit pour renverser deux fois nos préférences.

Supposons que je sache quelques jours a I’avance que la veille d’un concours important
pour ma carrie€re, une soirée attractive aura lieu dans ma résidence. En t0, deux jours avant la
soirée, je préfére ne pas participer a la soirée pour étre suffisamment en forme pour le
concours. Soit tds le début de la soirée. Peu avant tds, mes amis me pressent de venir a la
soirée. Je décide de participer au début de la soirée, mais de la quitter assez tot en tqs dans la
nuit pour étre encore en forme le lendemain, au matin du concours en tmc. En t0, tgs et tmc
¢tant tous les deux lointains, la distance temporelle entre tqs et tmc n’implique pas une
dévaluation importante du plaisir d’étre en forme pour le concours par rapport au plaisir que
J’aurais a rester malgre tout a la soirée. Quand t0 sera proche de tgs, la distance temporelle



entre tmc et tqs aura bien plus d’effet de dévaluation, si bien que I’anticipation du plaisir
d’étre en forme pour le concours pourra ne plus surpasser celle du plaisir de rester a la
soirée. En t0 = tds, je peux donc penser que je vais bien quitter la soirée en tqs apres avoir eu
ma ration de plaisir, alors qu’en tgs, j’aurai tendance a rester a la soirée. En tmc, je changerai
encore, rétrospectivement, de préférence. Mes décisions sont donc incohérentes dans le
temps.

On a formalisé€ cela en supposant que le « discount », la dévaluation de I’appréciation des
¢vénements futurs est tres lente entre deux événements du futur lointain, et qu’inversement
I’évaluation croit tres vite quand on se rapproche d’un événement positif dont on est proche
(ce qui implique, réciproquement, qu’il suffit d’en €tre un peu moins proche, de se situer en
en temps t0 qui ne soit pas en proximité immeédiate avant ’événement pour que cette valeur
décroisse rapidement). La différence de gains peut alors dominer la différence temporelle
pour le futur lointain, mais 1’accroissement de la proximité temporelle peut agir en sens
inverse. Pour décrire ce peu de décroissance quand on se situe dans le futur lointain,
conjugue a cette croissance tres rapide quand on se rapproche trés pres, il faut utiliser une
courbe hyperbolique. Or s’il est cohérent de conserver un facteur de discount constant, et de
suivre une courbe exponentielle, qui donne moins d’importance aux biens du futur lointain
que ne le fait la courbe hyperbolique, il n’est pas cohérent de changer le taux de dévaluation
simplement parce qu’un méme intervalle entre le moment du choix et celui de la réception du
bien est déplace vers le futur.

Les deux systemes

Loewenstein a propos¢ de rapporter ces renversements de préférences, liés simplement au
déplacement dans le temps, a la théorie des deux systemes cognitifs (Lowenstein, 2000). Elle
est fondée sur bien d’autres expeériences, qui indiquent que, pour résoudre des problemes,
nous pouvons soit nous fier a notre « intuition », qui est souvent seulement basée sur
quelques indices ou sur des analogies avec des problemes pour lesquels nous disposons de
routines menant a leur solution, ou bien explorer les éléments du probléme de maniere
méthodique pour arriver a une solution que nous puissions garantir. Cette opposition a été
radicalisée par la théorie des deux systemes : le premier est celui des heuristiques frugales
(selon P’expression de Gigerenzer), qui est fait pour donner rapidement aux problémes que
I’on rencontre des solutions qui ne sont pas forcément optimales mais qui ont fonctionné
dans le passé de manicre suffisamment satisfaisante pour que les individus qui les aient
utilisées aient réussi a perpétuer notre espece — ces solutions sont donc supposées fiables
dans une perspective évolutionnaire. Le second systeme implique plus de contrdle et de
réflexion, mais demande une €laboration plus lente et plus cofiteuse en efforts cognitifs. 11 est
déclenché seulement si les solutions proposées par le premier systeme semblent ne pas devoir



convenir. Préférer ce qui est proche dans le temps serait propre au premier systéme, qui
prend le pas sur le second quand la décision devient urgente, alors que lorsqu’on a le temps
de réfléchir, on peut suivre une autre préférence et accorder plus d’importance a un futur
lointain.

Le role des émotions dans nos décisions

Loewenstein a aussi proposé de relier le discount temporel et la théorie des deux systémes
au role des émotions dans nos évaluations et décisions. Il s’appuie sur des données
d’imagerie cérébrale dont I'interprétation pourrait étre que quand nous devons réfléchir sur
des problémes intertemporels, le cortex préfrontal est activé, et que pour des réactions bien
plus rapides, ce sont nos régions limbiques — liées par ailleurs aux émotions — qui sont
activées.

Certes les émotions dites « occurrentes » déclenchent des réactions rapides (la fuite devant
un danger). Mais nous avons aussi des €motions en anticipant des joies ou des risques
¢loignés dans le futur ou encore en nous ressouvenant de moments signifiants dans nos
expériences passées — pour ce que Kahneman (2011) appelle le remembering self, qu’il
distingue de ’experiencing self, qui réagit en continu a ce qui lui arrive. De plus des petits
détails dans la vie d’une journée peuvent induire une humeur positive ou maussade, sans
méme que nous sachions quels détails ont eus cette influence. Nos affects présentent donc
des temporalités diverses.

De P’insensible aux transitions critiques : le vague

Nos décisions dépendent de la maniere dont nous évaluons différentes options, et dont
nous pouvons différencier les valeurs de ces options, leur donner un rang selon différents
criteres. Or nos capacités de discrimination sont limitées, si bien que nos distinctions entre
une valeur de rang supérieur et une autre de rang inférieur sont sujettes aux problémes que
I’on dit « sorites », par analogie avec les tas de sable. Enlever un grain d’un tas de sable ne le
fait pas changer de catégorie, c’est toujours un tas de sable. En enlever un deuxieéme non
plus. D’une étape a l’autre, entre n grain enlevés et n+1 grains enlevés, il n’y a pas de
différence. Pourtant, en répétant ces €tapes, nous en arrivons a ne plus avoir de tas de sable.
La catégorie « tas de sable » est donc vague. Des problemes analogues se posent pour la
distinction entre grand et petit, entre cher et pas cher, etc. Or nos décisions doivent trancher
dans ce vague. Mais sur quelles justifications ?

Le probléme du vague infeste d’ailleurs nos trois précédentes questions. Quand notre
discount temporel passe-t-il du régime rapide au régime ralenti ? Y a-t-il transition ou bien
rupture entre nos routines « intuitives » et nos raisonnements ¢laborés ? Nos émotions du
moment dépendent-elles des émotions de nos anticipations et de nos souvenirs ?



Commengons par explorer ces interactions entre émotions.

L

On ne peut considérer les €émotions seulement comme des « facteurs viscéraux »
(I’expression est de Loewenstein) qui nous feraient agir impulsivement dans le présent. En
fait nos émotions ne sont pas seulement des €motions « réactives », qui réagissent a un
stimulus, ce sont aussi des €émotions anticipatrices et comparatives, qui teintent nos
anticipations du futur, et cela de plusieurs manieres, et ce sont aussi des fagons de récapituler
nos expériences, la aussi de plusieurs manieres.

D’une part nous anticipons les plaisirs ou les peines que peuvent nous causer des
événements futurs, et ces évaluations se font par une comparaison en quelque sorte
longitudinale — le long du temps — avec notre état présent. Si nous sommes déja dans un état
joyeux, en anticiper un autre de méme nature n’est pas aussi attractif que si nous sommes
dans un état neutre ou pénible. D’autre part nous éprouvons des émotions par une
comparaison en quelque sorte latérale, celle de notre sort futur avec d’autres sorts possibles,
et surtout avec celui d’autres personnes. Si notre sort futur est enviable mais que celui des
autres soit encore meilleur, cela va gacher notre plaisir anticipé. On a ainsi montré que notre
joie de gagner ne dépend pas seulement de la valeur absolue du gain, mais aussi de la
comparaison de ce gain avec le gain des autres.

De plus nous €éprouvons des €émotions en fonction de I’'incertitude ou de la certitude de
ces anticipations. Si un résultat souhaité est incertain, cela nous cause de I’angoisse, et
inversement la forte probabilit¢ d’un résultat que nous voulons éviter nous cause de la
crainte. On voit sur cet exemple qu’il est parfois difficile de dissocier les probabilités et la
coloration affective de I’évaluation des états futurs, évaluation liée a ce que des théoriciens de
la décision comme Jeffrey ont appelé la désirabilite.

Or ce genre d’émotions liées a I'incertitude (€tre angoissé, craintif ou rassuré) a des
incidences sur les émotions de comparaison. Supposons que le choix de telle action soit pour
nous li¢ a ’anticipation d’un état futur bien plus attrayant, mais dont I’obtention est bien plus
risquée, en comparaison d’un autre état qui peut étre obtenu plus slirement par une autre
action et qu’une autre personne est supposée avoir choisi. Envisager que nous atteindrions
cet état alors que l'autre personne n’obtiendrait que la satisfaction inférieure de 1’état plus
assuré va accroitre notre jouissance. Inversement, si nous sommes plus assurés d’obtenir une
satisfaction, méme si elle reste bien inférieure a celle de cet état attrayant que nous pouvions
espérer mais qui est plus risqué, nous allons nous rengorger de notre prudence quand nous
envisagerons qu’un autre ait pris des risques et n’ait rien obtenu. Cela nous montre aussi que
nous sommes sensibles a des comparaisons entre le résultat de I’action que nous avons
choisie, et celui que nous, ou un autre, aurions obtenu si nous, ou cet autre, avions choisi



I’autre action (Livet, 2010).

Une expérience menée par Coricelli (2007) I’a bien montré. 11 a présenté a ses sujets des
« roues de la fortune » qui figuraient d’une part les proportions entre les chances de gagner
plus et les chances de gagner moins ou de ne pas gagner, et d’autre part les gains obtenus par
le tirage de ces loteries. Si nous considérons une seule roue de la fortune, et qu’on nous
indique par une fleche le résultat du tirage de cette loterie, nous serons dégus si la fleche se
situe dans la région du gain moindre ou de I’absence de gain. On peut aussi nous présenter
deux roues de la fortune. Nous devons choisir I’'une d’elles, et nous pouvons alors voir sur
chacune des roues de la fortune le résultat du tirage. Quand le tirage de la loterie que nous
n’avons pas choisi donne un gain bien supérieur a celui de notre loterie, nous n’éprouvons
plus de la déception, mais bien du regret d’avoir choisi cette loterie. L'imagerie cérébrale
confirme I’ancrage neuronal de ces distinctions entre regret et déception en montrant des
activations différemment localisées pour ces deux émotions.

La théorie de la décision' considérait pourtant que, si nous pouvions envisager déception
et regret avant notre choix (par exemple avec le critere du minimax du regret), ces émotions
n’étaient pas justifiées aprés que nous avons envisagé toutes les issues des deux loteries et
fait notre choix selon le principe du minimax, voire de minimax regret. Mais il n’est pas
irrationnel, pour plus de réalisme, d’inclure dans notre fonction d’utilit¢é ces émotions
comparatives, y compris celles qui interviendront apres coup, puisqu’elles résultent de
comparaisons et d’anticipations qui n’ont rien d’irrationnel en elles-mémes, et cela a
condition que nous puissions toujours assurer une certaine cohérence entre nos décisions.

Par ailleurs, nos émotions récapitulent nos expériences passées. D’une part, les souvenirs
qui activent en nous des émotions (et qui sont évoqueés par des émotions similaires) portent
sur le résultat, le bilan ou le point saillant des activités engagées dans ces souvenirs, et non
pas sur les sentiments éprouvés en continu lors de ces expériences (Kahneman, 2011). Notre
affect retient donc des sortes de legons émotionnelles, qui nous servent de reperes pour la
suite. D’autre part, sans que nous en ayons forcément le souvenir, les dynamiques affectives
a long terme de notre vie passée, les transitions ressenties au travers de peériodes longues,
entre espoir et déception ou entre angoisse et soulagement, modelent nos attitudes envers
notre environnement. Elles nous rendent enclins a la prudence, voire a ’anxiété, ou
inversement a I’exploration et a la quéte d’opportunités. Ces différences de dynamiques
passées permettent de comprendre pourquoi les décisions de différentes personnes face a une
méme situation peuvent fortement diverger.

Une fois que I’on considere les émotions comme des combinaisons complexes en relation
avec des récapitulations, des anticipations et des comparaisons, combinaisons qui sont le
résultat d’une longue évolution et dont ont été extraits des scénarios simplifiés d’interaction,



ou des types de situations interactives, on trouve quelque peu sommaires certaines
interprétations de résultats expérimentaux.

Ainsi on nous apprend que des sujets qui ont dii d’abord accomplir publiquement
certaines taches et ont donc €t€ soumis a une certaine pression voient leur cortisol s’accroitre
et leur capacité de mémorisation de I’association entre le nom d’une autre personne et I’image
de son visage diminuer. Cela nous confirme simplement qu’une tidche ou notre image de
nous-méme peut €tre mise en peéril aux yeux des autres nous oblige a une certaine
concentration qui nous fait manquer des informations données par ailleurs dans une
interaction. Etre soumis a des comparaisons avec les autres, étant facteur d’émotion, nous
amene a privilégier cet aspect de la situation au détriment d’autres aspects.

On a aussi noté que des sujets qu’on a rendus plus disposés a la colére prennent moins en
compte les risques d’une action, et qu’inversement des sujets plus dépressifs ou plus anxieux
les prennent davantage en considération. Cela montre, 1a encore, que nous traitons de
maniére interactive les risques ou incertitudes de telle anticipation. Nous prenons en compte
des facteurs de comparaison interrelationnelle, qui nous conduisent a la colére contre ceux
dont les interactions nous ont contrariés. Nous sommes aussi sensibles aux anticipations des
perspectives offertes par les autres futurs possibles, qui sont toutes colorées négativement
dans la dépression et I’anxiété. Nous ne traitons pas ces différents aspects de maniere
indépendante et isolée.

Rustichini a propos¢ un modele de théorie des jeux (plus ou moins convaincant) pour
rendre compte de ces liens entre émotions et comparaisons (Rustichini, 1999). Dans un jeu
répété, il est utile de disposer de signaux sur les fréquences avec lesquelles tel joueur joue tel
type de coup, et donc de disposer d’informations sur les séquences passé€es. Elles nous
permettent de caler nos anticipations. Nous pouvons alors comparer a ces anticipations les
résultats effectifs d’un coup donné, et faire des comparaisons de second degré, comparant ces
différents rapports entre les diverses anticipations et les divers résultats des appariements de
nos coups avec des coups différents d’autrui. C’est au prix de ces comparaisons de second
degre, longitudinales et latérales, que nous pouvons esperer réduire les risques de regret. Les
processus qui suscitent I’émotion de regret se révelent donc trés liés a ceux qui peuvent le
minimiser. En fait ces mémes mécanismes qui suscitent le regret a court terme peuvent
permettre de le minimiser dans un apprentissage a long terme. L’émotion qui n’apparait pas
rationnelle sur une décision d’un instant peut se révéler sur une longue suite de décisions et
d’apprentissages une incitation fiable, et qui nous permet de réagir en situation d’incertitude.
Sans ces émotions qui ancrent les résultats de ces comparaisons dans notre esprit, nous
apprendrions encore moins vite.

QUELQUES PISTES POUR UNE FORMALISATION PLUS SENSIBLE AUX INTERACTIONS



Il se trouve que prendre en compte cette plus grande sensibilité aux interactions peut
répondre a un autre probleme rencontré par la théorie de la décision, celui relevé par de
nombreuses experiences de Kahnemann et Tversky ainsi que leur €cole. Ils ont montré que
nous accordions plus d’importance aux états de faible probabilité qu’aux ¢tats de probabilité
moyenne, et que nous donnions bien plus d’importance a un €tat certain qu’aux états de forte
probabilité. Ce traitement inhomogene des probabilités fait qu’elles cessent d’€tre additives,
au sens ou fla+b) devient différent de fla) + f(b), ou le poids du composé ne se réduit pas a
I’addition des poids de ses ¢léments.

Les interactions a longue portée

Or on peut relier cette non-additivité a la prise en compte d’interactions. On a remarqué
en physique que les liens entre thermodynamique et statistique établis par Boltzmann et qui
ont permis a Gibbs de définir une notion d’entropie (quand on transforme la forme d’énergie,
I’entropie croit) n’¢taient valides que sous des conditions restrictives : il faut que I'importance
des interactions a longue portée soit négligeable, et que 1’on puisse ne faire fond que sur les
interactions a courte portée. Or dans bien des phénomenes physiques, ce n’est pas le cas, en
particulier pour les phénomenes fractals.

On sait qu’une maniere de représenter formellement une indépendance entre deux
¢léments, c’est de penser que quand on les met ensemble, cela ne donne qu’une addition.
Pour représenter le fait que cette mise ensemble produit des effets d’interaction, on introduit
souvent une multiplication ou une exponentiation. Pour tenir compte des interactions a
longue portée, on pouvait donc compléter une perspective additive par un produit. L’entropie
de I’ensemble de deux sous-systémes ne serait pas donnée par la somme des entropies de
chacun d’entre eux, mais par 1’addition a cette somme du produit de ces deux entropies. Si
on pondere ce produit par un parametrel — ¢, quand la valeurde qest1l,1 — q=0, et
I’¢lément qui représente I'interaction a longue portée est nul. Quand q est inférieur a 1, cet
élément prend de I’importance’.

On peut ainsi rendre compte de distributions statistiques qui n’obéissent pas a une loi
normale — une distribution dont les extrémes sont trés peu fréquents — mais a une loi de Lévy
— ou les extrémes sont mieux représenteés. On sait que bon nombre de traders utilisaient une
loi normale pour leurs estimations, alors que le monde de la finance est plus interactif et exige
au moins une loi de Lévy (Mandelbrot et Hudson, 2004 ; Mandelbrot, 2005).

On a suggéré que notre perception conférait une importance de ce type a des interactions
a longue portée, c’est-a-dire aussi, on le voit, qu’elle donnait un poids supplémentaire a des
événements rares. Prenons un exemple dans le domaine de la perception. Supposons que sur
un rocher gréseux fait d’un amas compacté de grains de sable de différentes couleurs,
plusieurs grains de sable de méme couleur se succédent en ligne droite. C’est 1a a la fois une



disposition rare et une interaction perceptive a longue distance — entre le premier et le dernier
grain de la ligne, et pas simplement entre deux grains immédiatement voisins. Or notre
perception va immédiatement se focaliser sur cette ligne. Notre perception est donc sensible a
des dispositions rares quand elles présentent des régularités qui elles-mémes assurent des
interactions a longue distance — par exemple parce qu’elles nous permettent de distinguer les
contours de différents objets. Cela nous permet, au lieu de devoir identifier les connexions
entre chacun des grains, de pouvoir les supposer tous reliés par la ligne qui connecte le grain
initial et le grain terminal, faisant ainsi une économie cognitive considérable.

Nous pouvons a partir de cet exemple définir une notion plus générale de saillance.
Considérons les points de rebroussement, de changement de direction, vertex ou point de
bifurcations, par exemple dans une courbe en V. Le point du bas du V sépare deux zones (les
deux barres du V) ou dans chacune les interactions de courte portée peuvent étre résumées
sans probléme par une méme interaction a distance, la barre en question. Par ailleurs, nos
deux barres sont elles-mémes reliées par des interactions a longue portée. Mais on peut toutes
les ramener au lien entre d’une part le point de la base du V et d’autre part la distance
virtuelle entre le haut des deux barres. Via ce point d’articulation, nos deux barres, nos deux
premieres interactions de longue portée, sont elles-mémes relices par des interactions a
longue portée. Ce point joue trois roles : il est pris dans des interactions a courte portée, dans
les deux interactions a longue portée des barres du V, et c’est la limite qui permet de résumer
les interactions a longue portée entre ces deux barres. Nous dirons donc que, si un ¢élément
peut assurer une articulation entre plusieurs régimes d’interaction, a courte et a longue portée,
il présente une saillance. Notre perception privilégie le saillant sur I’homogene, c’est-a-dire
privilégie non pas le local, mais le local qui joue un rdle de pivot dans une articulation
globale entre interactions, et a fortiori dans des articulations globales d’ordre supérieur.

Nous ne sommes d’ailleurs pas sensibles a la seule rareté de ces articulations multiéchelles
entre interactions : il faut qu’elle se combine avec ce qui présente un intérét pour nos
motivations et pour nos buts. La saillance se combine avec la prégnance. L’interaction avec
nos buts se rajoute a l’interaction assurée par ces patterns saillants. Cela implique, par
exemple, que nous ne traitions pas les probabilités de maniere homogeéne, et que nous soyons
plus sensibles a des probabilités extrémes (petites probabilités et forte proximité avec la
certitude) qu’aux probabilités voisines de 1’équiprobabilité. Si I’on prend en compte nos
interactions avec notre environnement, dans lequel les irrégularités sont légion, et ou
quelques régularités multiéchelles sont significatives pour nos buts et donc prégnantes (parmi
elles, il faut signaler les « singularités », ces inflexions brusques des courbes qui sont les
signatures régulicres de certaines formes), un tel comportement a des avantages, et on peut
comprendre que I’évolution I’ait sélectionné.

Montrons maintenant en quoi les phénomenes intrigants que nous avons évoqués peuvent



aussi manifester cette importance pour notre cognition des interactions a plus longue portée,
et plus précisément des interactions multiéchelles.

Le « discount » temporel revisité

A premiére vue, rendre compte du privilége donné aux gains futurs proches semble
exiger d’aller en sens inverse de I’'importance donnée aux interactions a longue portée, si ’on
identifie futurs proches et interactions a courte portée, et futurs lointains et interactions a
longue portée. En fait, il faut raisonner non pas sur les estimations de chaque gain pris
1solément, mais sur les différentes comparaisons entre les gains. Ces comparaisons sont en
cognition 1’analogue de ce que sont en physique les interactions. Si nous étions seulement
sensibles a des comparaisons locales, de proche en proche, nous n’observerions pas d’effet
de renversement de nos préférences. Le futur lointain pourrait €tre dévalorisé mais notre taux
de discount resterait le méme, quelle que soit la position, lointaine ou proche dans le temps,
d’un méme intervalle temporel entre deux ¢léments de la comparaison. Mais nous sommes
sensibles aussi a des comparaisons a plus longue distance temporelle, entre le futur proche et
le futur lointain. Takahashi a donc pu utiliser la combinaison d’effets additifs et d’effets
multiplicatifs indiquée plus haut pour rendre compte des effets de discount temporel.

Si ce discount est constant, il peut étre représenté par une décroissance exponentielle de
valeur : le méme taux de discount se réapplique au résultat précédent de son application.
Certes la courbe exponentielle, qui monte modérément quand t est loin de 1I’événement
gratifiant, se redresse quand t en est trés proche, mais c’est simplement li¢ a I’effet boule de
neige qui tient a ce que le méme taux, la méme fonction puissance, s’applique sur le résultat
d’une précédente application. On peut donc dire que dans le cas d’une courbe exponentielle,
il suffit de cumuler les effets des pas de courte portée, qui obéissent tous a la méme
progression, pour déterminer la valeur en un temps t lointain. Il n’y est pas nécessaire de faire
des comparaisons a longue portée. Si nous voulons représenter géométriquement les effets de
ces perceptions qui nécessitent dans la réalit¢ de recourir a des interactions de longue portée,
il nous faudra recourir a des courbes qui combinent une décroissance plus lente et une
ascension plus rapide qu’une courbe exponentielle classique — c’est le cas des courbes
hyperboliques, ou encore des courbes qui de maniere un peu ad hoc combinent deux taux
d’inflexion différents, ou de courbes exponentielles avec ajout d’un facteur q inférieur a 1
(Takahashi). Elles vont, par rapport a cette référence classique, donner lieu a plus de
variations et donc a des inflexions qui, tout en étant moins tranchées que celle du point de
rebroussement du V que nous avons pris pour exemple, vont cependant amener a supposer
I’intervention d’interactions a longue portée.
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Evolution de la valeur comparative d'étre en forme au concours
Evolution de la valeur comparative de participer a la soirée
Abscisse : le temps ; ordonnée : la valeur (inflexions accentuées)

Rappelons que, si notre discount temporel est représenté par des courbes hyperboliques
(ou par les deux autres sortes de courbes mentionnées plus haut), nous pouvons changer
d’ordre de préférences quand les deux courbes se croisent.

Nous avons suivi ici le mode de représentation d’Ainslie (2012) : quand le temps présent
n’est plus le temps de départ tdO et devient tds (le début de la soirée), la valeur anticipée de la
soirée croit fortement, alors que celle d’étre en forme au concours en tmc est toujours
stagnante”.

Mais les courbes ne sont ici que des modes de représentation. Les facteurs réels sont,
selon nous, les relations entre interactions a courte portée et a longue portée, qui donnent lieu
aux €léments saillants sur lesquels se repere notre perception. Or sur un quelconque des trois
types de courbes mentionnés, nous ne verrons pratiquement pas de différences entre les
points voisins de la partie de la courbe ou la croissance est peu sensible, nous verrons
quelques différences entre les points ou la croissance est rapide, et nous verrons une
inflexion importante dans la zone de transition entre ces deux parties. Cette zone d’inflexion
correspond a la définition de la saillance que nous avons donnée en prenant I’exemple du V.

Revenons a ’exemple de la soirée, parce qu’il présente, on va le voir, des phénomeénes
d’intrication, dont nous avons vu qu’ils sont essentiels dans notre apprentissage émotionnel.

Vu du moment t0, le moment saillant est d’abord tds, le début de la soirée. Il sépare deux
zones ou I’on ne change pas de régime (donc des zones d’interactions a courte portée) : la
zone homogene t0-tds et I'autre zone homogene tds-tfs-tmc. Maintenant, si de tO0 on arrive a
distinguer des périodes dans la soirée, on aura un second moment saillant, tgs, le moment
raisonnable pour la quitter, qui sépare la soirée en deux zones, tds-tgs, et tqs — tss-tfs, tfs



terminant la soirée et ouvrant la période qui va jusqu’a tmc, tss étant la suite de la soirée.

Or une fois venu a la soirée avec la ferme intention de la quitter en tgs, le moment trs,
celul ou nous serons sur le point d’abandonner I’idée de la quitter et ou nous risquons de
nous laisser aller a y rester, se révele avoir un statut particulier. Quand nous envisageons ce
moment a partir du début de la soirée (tds), il appartient au segment tqs — tfs-tmc, puisqu’il
est au-dela de la saillance tgs. Il n’est donc pas saillant et il appartient a la méme zone que
tmc. Vu de t0, nous pensons donc pouvoir rester attentif dans cette zone a 'importance d’étre
en forme pour I’examen, et ne pas rester a la soirée.
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Notre raison pour faire ensuite le choix contraire est la suivante : dans la zone de trs, il va
y avoir d’autres saillances, donc d’autres inflexions séparant deux zones relativement
homogénes. Il ne s’agit pas seulement des interactions entre le segment du voisinage temporel
immeédiat de tgs-1 et celui du voisinage immédiat de tqs — ou encore entre tgs et trs. 11 s’agit
d’inflexions et donc de saillances d’une portée plus longue : ainsi trs peut appartenir a la
saillance liée a I'inflexion qui sépare tqs et tss. De¢s lors, trs devient un moment saillant (en
tirets plus foncés sur la figure).

Or cette interaction a plus longue portée peut occulter ’interaction a encore plus longue
portée qui relie le segment tds-tgs et le segment tqs — tmc : il en est comme de ces immeubles
du voisinage non immédiat qui deviennent notre horizon en occultant des horizons plus
lointains. En effet, alors que tqs semblait seul a présenter une saillance liée a une interaction
lointaine, trs présente aussi une interaction de longue portée entre tqs et tss, voire entre tds et
tfs, ou tgs ne figure que comme un ¢lément non saillant. Ainsi, quand une des deux
interactions a longue portée fait de I’'un des deux é€léments trs ou tqs un €lément saillant,



I’autre est non saillant, et réciproquement. La saillance de tqs est donc brouillée. 11 sepeut
donc que nous préférions rester a la soirée, parce que tqs n’a plus le privilége d’étre la seule
saillance multiéchelle, et que trs en est une autre.

Cela pourrait tenir a une limite de notre cognition et de nos affects. Elle privilégie les
saillances, c’est-a-dire le local qui joue un réle de pivot dans une ou plusieurs articulations
globales entre interactions. Mais il n’y a pas qu’une maniére de définir ces articulations®, il y
en a plusieurs, et elles peuvent se brouiller I’'une I’autre.

\

Une fois que la saillance liée a I’'interaction la plus lointaine est brouillée, et comme de
nouvelles saillances apparaissent a tout moment dans la suite de la soirée, nous sommes
piégés par un effet fractal, par la découverte au sein des interactions supposées a courtes
portées d’interactions a longue portée, qui vont occulter d’autres interactions a plus longue
portée qui seraient plus importantes.

Comment échapper a ce piege ? Ainslie (2012) rappelle que si nous pouvons comparer
non pas Dl'instant attractif de la soirée a un instant futur (le concours) mais une série de
futures satisfactions reliées entre elles (le concours, différentes étapes de la carriere qu’il me
permettra, notées cl, c2 ; c3 dans la figure suivante) et la série des instants plus proches reliés
entre eux — ceux de la soirée — nous sommes moins facilement piégés®. Mais le probléme est
que, pris dans le piege, nous n’avons plus de moyen de dépasser I’horizon intermédiaire que
nous offre la soirée, parce que c’est tout de méme un horizon fourni par une interaction a
longue portée. Et Ainslie ne nous dit pas clairement comment surmonter cette difficulté.
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Quand les anticipations de la série des satisfactions a long terme
sont appelées par les reperes qu'on s’est donnés dans la soirée

Or, si le mal tient a ce qu’une interaction qui est a longue portée relativement a des



interactions de plus courte portée nous brouille des interactions encore plus lointaines, le
remede est évidemment d’utiliser le processus inverse, qui fait du local non pas un brouillage
ou un écran, mais un relais du lointain. C’est comme si on mettait au sommet de I'immeuble
qui nous masquait I’horizon un écran qui en donne une image. Plus abstraitement, c’est
trouver dans les éléments de ces interactions plus locales des repéres qui puissent présenter
des ancrages pour les interactions plus lointaines. Nous avions bien un repére : le moment tqs
indique bien une articulation entre la soirée prise en bloc et le bloc plus important que
constitue le concours, dont il ne faut pas oublier qu’il est li¢ a toute une série de satisfactions
futures (c¢f. Ainslie). Mais n’avoir qu’un seul repere le rend sensible au brouillage, on I’a vu.
Il faut donc disposer plusieurs reperes successifs de ce type. Les atteindre les uns apres les
autres renforcera a chaque nouveau repére I’anxiété associée au risque de voir devenir
inaccessible la série d’étapes importantes plus lointaines — anxiété qui renforcera la valeur
accordée au concours — et mettra en place autant de contre-saillances supplémentaires.

Nous allons pouvoir utiliser ce type d’analyse, en termes d’effets des passages
d’interactions locales a des interactions a longue portée, a propos des phénomenes de
différence de rapidité et de modalité¢ de raisonnement et de décision, qui ont donné lieu a la
théorie de la dualité entre systeme frugal et systeme raisonneur, et nous pourrons aussi
I’appliquer aux problemes de décision a partir d’évaluations vagues.

R

Dualité et vague

Rustichini (2008) a proposé, en s’inspirant de Luce, une explication des effets de cette
dualit¢ dans des termes qui ont initialement été proposés pour rendre compte des effets de
sorite et de vague. Il suppose simplement que dans I’ordre de nos préférences, on trouve des
indifférences entre deux situations. Ces indifférences recouvrent en fait de petites différences,
mais nous ne leur sommes sensibles que lorsqu’elles s’accumulent. Supposons que nous ne
disposions que de sucre en poudre pour le verser dans notre café. Nous ne savons pas
distinguer clairement une quantité x1 de sucre en poudre qui comporte 200 grains et une autre
quantité¢ x2 légerement supérieure qui comporte 250 grains, ni cette quantité x2 comportant
250 grains d’une autre quantit¢ x3 comportant 300 grains encore supérieure. Nous dirons
qu’entre x1 et x2 nous sommes indifférents, de méme qu’entre x2 et x3. Pourtant nous
pouvons étre capables de distinguer la quantité de sucre x1 de 200 grains de la quantité x3 de
300 grains et nous dirons donc que x1 est inférieur pour nous a x3.

Ce faisant, nous violons la transitivité¢ de la relation d’indifférence, qui, de ce que x1 est
indifférent a x2 et x2 a x3, nous obligerait a conclure que x1 est indifférent a x3. Notre ordre
de preéférences est un semi-ordre, disait Luce, parce que sa notion d’indifférence n’est pas



transitive. Luce avait aussi montré qu’une évaluation qui procede selon ce semi-ordre donne
des effets qui peuvent tenir a deux facteurs : 1) I’existence de petites différences, en dessous
d’un seuil de discrimination consciente, et 2) un pouvoir de discrimination limité, soit tres
exactement les conditions des évaluations vagues.

Or nous pouvons interpréter ce changement dans la prise en compte des petites
différences, passant tout d’'un coup de I'indifférence a la distinction, dans les termes de la
problématique des interactions courtes ou longues. Les petites différences sont des
interactions — des comparaisons — a courte portée. Les différences auxquelles nous sommes
sensibles sont, du coup, des interactions — des comparaisons — a plus longue portée. Nous
tenons compte des secondes quand I’accumulation des premieres en vient a rendre non
négligeables les interactions a longue portée.

L’intérét de cette approche est de nous éviter d’avoir a considérer les « deux systemes »
comme strictement séparés. Notons d’ailleurs qu’en régle générale, pour toute étude
d’imagerie cérébrale qui propose des combinaisons de zones d’activités, qui soient
spécifiques pour chacun des systémes, d’autres chercheurs montrent qu’en fait il y a des
interactions et coactivations de certaines de ces zones. Comme le dit Kahneman (2011), les
deux « systemes » interférent. Car si le supposé systeme frugal se fixe immédiatement sur les
cas saillants, nous avons montré que leur privileége tient a ce qu’au sein d’un cumul
d’interactions a courte portée homogenes entre elles, ils assurent des interactions a longue
portée, plus rares mais plus économiques, résumant ainsi un cumul de petites interactions en
une seule interaction plus longue. Nos intuitions ne reposent donc pas simplement sur des
interactions a courte portée. Inversement, nos démarches raisonneuses combinent aussi les
interactions a longue et a courte portée. Le probléme de nos raisonnements est d’assurer la
transitivité, comme I’avait bien vu Descartes (Regles pour la direction de [’esprit). 11 ne peut
se satisfaire d’interactions a longue portée dont il n’aurait pas montré la cohérence avec les
interactions a courte portée. Ainsi pour le probléme du discount temporel, il amene a préférer
la courbe exponentielle, parce qu’elle aligne sur un méme régime les interactions a courte
portée et celles a longue portée. Le systéme raisonneur ne renverse pas la préférence pour les
interactions a longue portée et les formes saillantes de nos intuitions perceptives, mais il doit
s’assurer que les interactions locales sont bien en cohérence avec I’interaction globale.

Vague et attitudes épistémiques

Revenons maintenant sur le probléme du « vague », dont on voit, grace a cette grille
d’analyse, qu’il est au cceur de tous les autres.

Il faut noter que notre perception sait se tirer de la difficulté propre aux « sorites », du
genre du probleme du tas de sable. Nous arrivons bien a distinguer entre quelques grains de
sable étalés sur une surface et un tas de sable. Notre catégorisation perceptive, malgré son



faible pouvoir de discrimination, a donc trouvé des moyens d’échapper au paradoxe®. Mais il
reste a donner au raisonnement les moyens d’y échapper. Le probleme philosophique tient a
ce que recourir a des reperes stricts (tel nombre de grains, par exemple) ne résoudrait rien,
puisqu’on pourrait encore discuter de la position de ce repere, et que I’identification de la
bonne position resterait vague si nous sommes réellement dans un domaine vague.

Notre probléme est de décider si nous rangeons un objet percu dans une catégorie A ou
dans une catégorie B. Supposons que la catégorie A qui nous intéresse soit celle de chamois,
parce que nous sommes chasseur de chamois — chasseur de photos, rassurez-vous. Il nous
faut avoir des indices pour la distinguer d’une autre catégorie B. Il faut d’abord bien
identifier les catégories a opposer, ce qui peut poser des problémes si elles ne sont pas du
méme niveau de granularité¢ : quand nous voulons déterminer si telle forme est celle d’un
chamois, il serait peu pertinent de opposer a la catégorie « forét de mélézes ». Vient un
moment ol nous avons trouvé la bonne granularité : nous avons le choix, mettons, entre
« chamois » et « souche fourchue ».

Nous sommes alors arriveés, par rapport a ce probléme de distinction, au maximum de
pertinence de chaque catégorie, si bien que les indices supplémentaires que nous
recueillerons pourront nous faire basculer dans I’'une ou dans 1’autre. Si par exemple nous
avons un indice du genre d’un mouvement, nous allons pencher pour le chamois.

Considérons alors comment cet indice a fait varier nos attitudes épistémiques, en
I’occurrence nos rapports a un savoir. Quand nous en étions seulement au maximum de
pertinence de ’opposition entre les deux catégories, nous savions qu’il s’agit de la bonne
opposition, mais nous ne savions pas comment choisir : nous ne savions pas si c’est un
chamois, et nous ne savions pas si c¢’est une souche. Nous avions donc deux non-savoirs
symétriques. Nous avions aussi un savoir de second ordre, qui ne nous apporte pas grand-
chose : nous savons... que nous ne savons ni I’un ni autre.

Quand nous disposons de I'indice du mouvement, nous ne pouvons pas encore garantir
que c’est un chamois (le mouvement pourrait étre un mouvement illusoire, 1i¢ a une saccade
de notre ceil plutdt qu’a un mouvement d’un animal), mais nos attitudes envers la
catégorisation chamois et la catégorisation « souche » ne sont plus symétriques.

Notre attitude concernant la souche n’a pas changé : il reste vrai que nous savons que
nous ne savons toujours pas que c’est une souche.

En revanche notre manque d’assurance concernant I’identification du chamois n’est pas le
savoir d’un non-savoir concernant le chamois. C’est simplement 1’absence d’une garantie,
donc d’un savoir de second ordre, qui nous démontrerait que nous savons bien que c’est un
chamois. Cette absence d’un savoir démonstratif est parfaitement compatible avec le savoir
que c’est un chamois, méme si elle ne garantit pas ce savoir. Paradoxalement, nous sommes



passés d’un savoir de second ordre (mais qui portait sur une ignorance) a un non-savoir de
second ordre. Mais ce non-savoir est maintenant compatible avec un savoir de premier degré
concernant le chamois, ce qui rompt la symétrie entre nos deux hypotheses, souche et
chamois.

Notre savoir reste donc vague (puisqu’il n’est pas totalement garanti) mais ce vague ne
nous empéche pas d’avoir acquis des repéres. Nous pouvons évidemment appliquer cette
analyse au probléme du sorite. Accumuler les grains de sable, c’est accumuler les indices, et
cela finit par nous faire basculer du c6té de la catégorie « tas », alors que nous €tions partis
d’une catégorie opposée, sans pour autant que nous ayons le savoir garanti — ce savoir qui
assure notre savoir — que nous donnerait par exemple le savoir du nombre précis de grains
qui serait nécessaire et suffisant pour en arriver a un tas. Nous n’avons donc pas besoin pour
nous repérer dans le vague de disposer de repéres qui échappent complétement au vague.

On notera alors, pour en revenir au rapport entre les interactions a longue et a courte
portée, que les petites différences qui sont d’abord négligées dans un probleme du sorite le
sont parce qu’elles se présentent comme des interactions a courte portée. L’accumulation de
telles interactions peut donner lieu a la perception d’interactions a longue portée, a condition
que les interactions courtes puissent s’organiser entre elles de maniere cohérente.
L’accumulation des indices en faveur de la catégorie chamois a ce genre d’effet. Ce qu’il ne
faut pas oublier, c’est que ’accumulation d’indices ne peut pas faire oublier que ce ne sont
que des indices, et que chacun d’eux restait insuffisant, ce qui gréve toujours notre savoir (li¢
aux interactions a longue portée) d’une certaine fragilite.

Savoirs reéflexifs

Bien ¢évidemment, un savoir de second degré comme celui que nous venons d’analyser
implique une forme de réflexion, puisqu’il porte sur un savoir ou un non-savoir de premier
degré. L'important est de voir que nous sommes capables de comparaisons de second degre
(dans notre exemple, entre un savoir de non-savoir, et un non-savoir de savoir) alors méme
que nous ne disposons toujours pas d’un pouvoir de discrimination suffisant pour nous
garantir la différence de premier degré entre le chamois et la souche. D’ailleurs, quand
devient-il raisonnable de nous demander si nous disposons ou non d’un savoir de second
degre ? Quand il est sensé de nous interroger sur la fiabilit¢ de nos informations, par exemple
de nous demander si ce mouvement percu n’est pas dit a un mouvement de notre téte ou a
une saccade visuelle, donc quand nous passons a des questions non plus sur 1’objet de notre
perception, mais sur les garanties que celle-ci apporte.

Rustichini supposait qu’a un niveau inconscient nous puissions étre sensibles a des
différences que nous n’arrivons pas a faire a un niveau clairement conscient. Nous avons
inversé sa position, puisque notre analyse en termes d’attitudes épistémiques est restée interne



au domaine de la conscience. Nous avons distingué deux étapes. Dans la premicre, la
symétrie entre les deux non-savoirs (chamois ou souche) nous indique (consciemment) que
notre distinction entre les deux catégories est arrivée a son niveau de pertinence — sans que
nous puissions encore déterminer quelle est la bonne catégorie. Dans une deuxiéme étape,
nous avons suffisamment d’indices pour pouvoir passer au second degré de la connaissance.
La faiblesse de notre pouvoir de discrimination n’est plus ce qui met immédiatement en
danger la catégorisation de I’objet, mais ce qui induit des questions de second degré sur la
fiabilité¢ de notre accés a cette catégorisation. Mais ce déficit de second niveau n’exclut pas le
savoir de premier niveau de cette catégorie, savoir conforme aux faits mais non garanti.

Renforgons les liens entre ce probleme du vague, celui de I’articulation entre les deux
« systemes », et celui de notre sensibilité aux interactions a longue portée.

Raisonner, avons-nous dit, ¢’est vérifier que des interactions plus locales assurent bien la
différence constatée au niveau d’interactions plus globales. C’est donc revenir de 1’étape qui
nous amene a classer notre objet dans la catégorie chamois a I’examen de la cohérence avec
cette catégorisation de tous les indices relevés. Or cette enquéte qui porte sur notre propre
acces épistémique peut cependant revenir sur une recherche d’indices, ceux qui peuvent
donner a cet acceés des garanties supérieures : nous bougerons la téte ou ferons d’autres
saccades pour voir si le mouvement n’est pas illusoire, ce qui nous renseigne d’abord sur la
fiabilit¢ de notre perception, et seulement par ricochet sur le fait qu’il s’agit bien d’un
chamois. Or bien que notre question soit de second degré, les indices qui permettront d’y
répondre sont de premier degré puisque ce sont des perceptions, mais ce sont des perceptions
plus affinées.

On peut tenter d’interpréter ce double mouvement comme un va-et-vient entre nos
intuitions, qui décident sans garantie, et la recherche de garanties de nos raisonnements. Mais
ce qui nous fait progresser, c’est de coupler les deux mouvements, celui dans le sens la
montée €épistémique et celui d’un nouveau recours a la base, a nos perceptions. Cela montre
qu’il n’est pas possible de séparer un systeme « frugal » et un systeme plus réfléchi. Les
manques du premier systtme peuvent donner des informations au second. Ainsi I’absence
d’indices en faveur de la catégorie B va permettre de lancer une recherche de second degre
sur la fiabilité des indices perceptifs en faveur de la catégorie A. Et, en sens inverse, le second
processus a besoin, pour relancer la réflexion, de repartir de nouveaux indices que lui donne
le premier mieux encadré. Les deux prétendus systeémes sont tellement intriqués qu’ils ne
peuvent étre isolés. On devrait plutdt étudier les entrelacements des dynamiques cognitives,
chacune présentant des ¢tapes différentes qui s’intercalent entre les étapes d’une autre
dynamique. Notre systeme cognitif repose sur une véritable interactivite.

Ces considérations peuvent permettre d’esquisser une réponse a un probléme bien



connu : pourquoi allons-nous rarement plus loin que trois niveaux dans nos efforts
réflexifs’ ? Nous avons vu que nous ne pouvons jamais atteindre une absolue précision dans
nos informations de base. Ce que nous permet une premiére enquéte, c’est de faire une
différence entre deux types de non-savoirs, un non-savoir de premier ordre, un non-savoir
de second ordre.

Pour aller plus loin, il faut pouvoir relancer ’enquéte sur les éléments qui permettent de
définir une nouvelle distinction pertinente. Si nous considérons cela comme une ¢tape
supplémentaire dans la méme lignée d’enquéte, cela nous amene au troisieme ordre (un non-
savoir de troisieme ordre qui reste cependant compatible avec un savoir de savoir). Le
probleme est alors que ces nouveaux ¢léments introduisent des oppositions de catégories
supplémentaires : dans notre exemple du chamois et de la souche, « en mouvement/pas en
mouvement », ou encore « deux cornes symétriques/une fourche asymétrique ». Mais ces
catégorisations posent de nouveaux problémes : la symétrie est-elle suffisante, le mouvement
est-1l suffisamment continu, etc. ? Or ces problémes sont transversaux par rapport a la
question initiale, et peuvent nous faire bifurquer dans notre enquéte. Plus nous tentons de
monter d’un niveau de savoir, de trouver des garanties supplémentaires, plus ce probleme
s’accentue. Cette ambiguité entre montée d’un niveau et bifurcation dans I’enquéte est sans
doute a l'origine du fait que nous avons beaucoup de difficultés, sans le recours a un
symbolisme logique, qui reste lui-méme difficile a interpréter, a trouver des exemples de
réflexivité d’ordre quatre.

U

La perspective des interactions nous a donc permis de revenir de notre analyse des étapes
de I’'appréhension d’autrui aux capacités plus générales d’une cognition interactionnelle.

Un retour sur le jeu des émotions va nous permettre de revenir de ces interactions, prises
en un sens large, aux interactions sociales. Nos décisions, avons-nous rappelé, sont modulées
par nos évaluations affectives, qui impliquent des comparaisons entre le présent et le futur
anticipé, entre les différents futurs possibles anticipés, entre les récapitulations venues du
passé et ces anticipations. Ces comparaisons par anticipation sont trés sensibles a la
possibilité qu’autrui parie sur d’autres futurs possibles. Ces récapitulations, ajouterons-nous,
s’appuient sur les résultats d’expériences interactives avec autrui qui nous ont marqués.

Nous pouvons encore ajouter que nous pouvons distinguer davantage de niveaux de
réflexivité si les savoirs ou non-savoirs qu’il s’agit de différencier sont ceux de plusieurs
acteurs sur les informations dont ils pensent que les autres disposent ou non — pensez aux
situations de vaudeville, que nous décryptons sans probleme. Autrement dit, de méme que les
mouvements des autres nous fournissent un répertoire de mouvements typiques qui nous
permet de mieux distinguer nos propres mouvements, de méme les projets, anticipations et



comparaisons suppos€es d’autrui — lisibles quand nous combinons la situation et les
expressions emotionnelles d’autrui — nous servent de reperes pour batir des réflexivités plus
complexes que nos petits trois étages reflexifs.

Ce systéme intersubjectif de repérage exige de supposer des homogénéités entre des
perspectives  différentes, qui nous permettent des transpositions moyennant les
transformations nécessaires. Comme ces différences indiquent une forme de distance, cela
veut dire que nous établissons des interactions a distance, basées sur ’hypothése que les
autres sont sensibles aux mémes saillances auxquelles nous serions sensibles dans leur
position. Cela revient a batir des interactions a distance sur des capacités de sensibilité a des
interactions a distance. Cela nous évite d’avoir a faire des hypothéses sur la manic¢re dont est
constitué¢ I’esprit d’autrui : il nous suffit de repérer des saillances, et suivre les regards et
mouvements des autres qui nous indiquent d’autres saillances, et de batir sur les différences
entre ces interactions a longue portée d’autres interactions de méme type.

On notera pourtant, en revenant au probleme du discount temporel, que notre activation
¢motionnelle semble moindre, au niveau neurologique, quand on nous demande de faire des
¢valuations intertemporelles pour d’autres personnes, que lorsque nous sommes directement
impliqués (Albrecht ef al., 2011) — notre investissement affectif est sans doute moindre — le
discount temporel persiste, mais il est moins fort quand nous jugeons pour les autres.

Autrement dit, nous avons beau nous étre construits subjectivement en utilisant des
convergences entre nous et autrui sur des saillances, nous sommes davantage capables de
donner la priorité aux interactions a plus longue portée temporelle quand il s’agit des autres.
La raison semble pouvoir en étre que, quand nous jugeons pour autrui, notre ancrage
temporel personnel n’est pas en cause, et donc que nous pouvons désintriquer les interactions
a longue distance des interactions a courte portée, voire échapper aux brouillages entre
différentes interactions a longue distance que nous avons analysées dans I’exemple de la
soirée. En revanche, nous ne pouvons pas le faire quand nous sommes dépendants du
déplacement dans le temps de notre propre ancrage temporel. Ce qui semble bien corroborer
I’hypothése d’une cognition sociale qui nous permet de nous appuyer sur les autres comme
des reperes plus stables que notre propre dynamique affective du moment.

Devons-nous alors, pour penser les interactions sociales au sens fort du terme, celles qui
exigent une sensibilité non pas seulement a autrui, mais a des groupes, a des collectifs, a des
normes sociales, ajouter a cet €difice des capacités supplémentaires ?

Certains ont avancé qu’aux prétendus deux systémes, le systétme rapide et frugal, et le
systéme plus lent et plus calculateur, il faudrait en ajouter un troisiéme, le systéme social, qui
s’appuierait sur la rationalité des autres personnes.

Une premic¢re remarque s’impose : la cognition sociale exige de pouvoir supporter et



traiter le vague. Dans un groupe social un peu important, nous ne connaissons pas forcément
individuellement tous ceux qui font partie du groupe, et pourtant nous nous référons bien au
groupe. Méme si, dans un petit groupe, nous connaissons tous ses membres, nous ne savons
pas ce que fait chacun d’eux a tout moment, et nous pouvons simplement supposer qu’ils
agissent le plus souvent de maniere a préserver la survie du groupe. Ces savoirs-la sont
vagues, mais ce vague est nécessaire pour que le groupe puisse se maintenir et vivre. Exiger
un contrdle de tous les instants paralyserait I’action du groupe. La relation entre ce vague de
groupe® et la sensibilité a des interactions a longue portée est évidente.

Or, puisque notre cognition est interactionnelle, puisqu’elle sait traiter le vague et les
interactions, elle dispose déja des dispositions nécessaires pour assurer la formation de
groupes et leur maintien. Encore faut-il qu’elle mette au point le double mouvement que nous
avons esquiss€¢ plus haut, a propos des savoirs réflexifs, entre acceptation d’un vague
irréductible dans les garanties de plus haut niveau de notre savoir, et recherche d’indices plus
fins a des niveaux inférieurs. Quand il s’agit de la vie en groupe, ce double mouvement
consiste a tenter des contrdles partiels, des mises a I’épreuve, mais sans pour autant bloquer
les interactions et la confiance entre les membres du groupe, ce qui suppose d’accepter le
vague de nos assurances dans la stabilité¢ du groupe.

Une dynamique d’apprentissage est nécessaire pour arriver a connaitre le bon dosage dans
nos interactions sociales entre catégorisation vague et mise a I’épreuve d’autrui (et par autrui).

Peu a peu les interactions réussies, mais aussi les corrections que motivent des émotions
du genre de la surprise, de la déception ou du regret, ainsi que les récapitulations
émotionnelles qui les marquent, nous permettent de sélectionner par apprentissage les
combinaisons les plus fiables d’acceptation du vague et de mise a I’épreuve. Or le repérage
dans le vague implique la sensibilité aux interactions a longue portée. Et la mise a I’épreuve
se fait par vérification de la cohérence entre ces interactions a longue portée et des indices
locaux.

La dualité entre les deux systemes supposés pourrait bien alors n’étre qu’un effet de ces
dynamiques d’apprentissage. Tant que nous n’avons pas trouve les bons ajustements entre
ces deux mouvements, nous devons passer par des circuits longs de controle, qui assurent
des révisions successives d’un dispositif d’interaction par un autre. Une fois que nous avons
trouvé des reperes qui permettent de court-circuiter ces circuits longs, nous devenons
capables d’intégrations bien plus rapides, et qui, socialement, induisent dans les
coordinations de groupe une confiance routiniere. Mais les interactions a longue portée qui
réalisent des courts-circuits entre ces reperes présentent des biais : ces reperes ne sont fiables
que dans des contextes suffisamment similaires a ceux dans lesquels nous avons appris la
viabilité de ces raccourcis.



Notre cognition a pu ainsi intégrer nos interactions avec notre environnement, avec autrui
et avec nos groupes d’appartenance, mais la contrepartie est qu’elle reste partiellement
dépendante de leurs contextes, ne pouvant s’en detacher qu’au prix de la relance de nouveaux
apprentissages.

Des défis pour la théorie économique

La prise en compte de toutes ces interactions, celle des multiples capacités comparatives
des émotions, celle des dynamiques d’évolution des ¢€valuations au cours du temps, des
modalités de repérage dans le vague, celle de I’existence de plusieurs couches sédimentées
d’apprentissage qui nourrissent des réactions rapides ou plus lentes, ce sont la autant de défis
pour la théorie économique, qu’il s’agisse de la theéorie de la décision ou de la théorie des

jeux.

La théorie de la décision définit une décision comme le choix d’une action, action qui est
réduite a une fonction, partant des différents états du monde possibles et arrivant dans des
conséquences. Les conséquences sont alors évaluées selon les préférences de I’agent, donnant
lieu a des utilités, et I’agent décideur tient de plus compte des différentes probabilités des états
possibles (ainsi traverser un gué est utile et aisé si on a affaire a un ruisseau et qu’il fait beau,
mais un orage qui transforme le ruisseau en torrent peut donner pour conséquence a cette
action une noyade).

Or une telle conception de I’action est assez €loignée de la dynamique effective de nos
interactions. Nos préférences sont le résultat de nos apprentissages interactifs, cognitifs et
émotionnels. Nos actions sont extraites d’interactions avec notre environnement et avec
autrui, qui nous permettent de nous construire un répertoire de mouvements orientés vers des
cibles ou d’expressions gestuelles. Nous ¢€voluons dans un monde qui présente des
incertitudes. Ces incertitudes ne sont pas aisées a probabiliser, parce que si nous pouvons
assurément assigner des probabilités subjectives aux différents scénarios, nous ne savons pas
comment en assigner a I'imprévu qui les bouleverse, auquel pourtant nous pouvons réagir
¢motionnellement. C’est d’ailleurs parce que nous vivons en situation d’incertitude que nous
avons développé 'apprentissage émotionnel qui est le notre et ses comparaisons.

En situation d’incertitude, nos réactions prennent leurs repéres sur nos interactions avec
autrui. Ainsi ce sont des comparaisons avec les résultats d’autrui qui guident nos évaluations.
Inversement, pour pouvoir étre sensible a 1’altérité¢ d’autrui, il faut pouvoir étre sensible a des
différences de ce qu’il fait avec ce que nous attendions ; et ¢’est une capacité de sensibilité a
I’'imprévu, dans un monde en incertitude, qui nous permet d’€tre sensible a cette altérité.

Avant d’avoir des préférences entre des actions, nous avons des motivations pour telle ou
telle action. Une motivation est d’ordinaire supposée €tre le facteur qui pousse a la levée de



I’inhibition d’une activation et lui permet de déclencher un comportement. Mais en fait elle
oriente cette dynamique en cohérence avec la possibilit¢ pour autrui de reconnaitre
I’orientation de notre comportement. Et ce sont ces motivations d’actions reconnaissables par
autrui qui pourront étre tenues pour nos intentions. De fait, c’est d’abord a autrui que nous
assignons des intentions : nous n’avons pas besoin dans la plupart de nos actions de définir
nos propres intentions, puisque cela ferait pour nous double emploi avec I'intention implicite
dans notre action engagée. Mon intention est donc ce qui, si j'occupais le point de vue
d’autrui, se traduirait par un comportement révélateur de telle intention pour un observateur
semblable & moi.

Quand le théoricien de la décision parle de préférences révélées, il présuppose que mes
choix puissent révéler mes orientations. En cela il ne fait que prolonger cette construction
intersubjective des intentions. Mais si ces intentions sont sélectionnées parce qu’elles sont
reconnaissables par autrui, et que cette sélection fasse partie du processus qui me construit
comme sujet intersubjectif, alors mes préférences ne sont pas simplement réveélees, elles sont
bien réelles, mais comme des réalités interactives, et non plus comme des données internes au
seul sujet.

Cet aller-retour entre nous et autrui nous permet d’entretenir en quelque sorte I’altérité en
nous. Nous devenons capables d’entretenir en paralléle plusieurs attentes, correspondant a
plusieurs scénarios. Certains d’entre eux ne correspondent pas a la réalité actuelle, si bien
qu’ils sont dits « contrefactuels ». Cette capacité d’envisager des contrefactuels peut encore se
complexifier, par un effet en retour de l'interaction avec autrui. La constitution de notre
systtme sensorimoteur nous rend déja capables d’inhiber le déclenchement de
comportements sans pour autant inhiber leur préparation, et cela nous permet de « simuler »
autrui. Nous devenons capables d’entretenir en parallele sinon différentes préparations, du
moins différentes mises en attentes de conduites possibles, quand nous faisons I’expérience
des différences entre telle ou telle des autres personnes que nous cotoyons, et que nous
apprenons a attendre des conduites différentes des uns et des autres. Quand les partenaires
concernés ne sont pas présents, ces mises en attente vont évoquer des contrefactuels. La
théorie des jeux, qui formalise nos réactions appropriées a tous les coups possibles d’autrui
dans un jeu, se veut une généralisation de cette capacité”’.

Formaliser la dynamique de ces interactions, voire des interactions entre interactions a
courte et a longue portée, cela semble bien étre le defi propose a la théorie économique, qui
deviendrait alors véritablement une science sociale. Christian Schmidt va montrer que
I’interaction entre neurosciences et économie nous engage bien dans cette voie.



Commentaire Pour une nouvelle approche
économique de ’intertemporalité

Une multitude d’expériences, répétées depuis plus de vingt ans, a montré que les choix
des individus se révélaient, d’une part, sensibles aux différentes e¢chéances temporelles
anticip€es, et variaient, d’autre part, en fonction de leur position par rapport a ces échéances.
Dans I’exemple décrit au deébut de ce chapitre, le choix, initialement arrété quelques jours
avant, de renoncer a une soirée sympathique en vue d’un concours professionnellement
décisif, s’est trouvé progressivement remis en question au cours du déroulement du temps,
au point de se trouver invers¢ au moment de cette ¢chéance. Ces phénomenes sont
appréhendés par I’analyse économique au moyen de deux concepts principaux. Il s’agit,
d’abord, du taux d’actualisation, qui permet d’évaluer les conséquences des actions a des
¢chéances différentes, plus ou moins lointaines, en les traduisant en termes de conséquences
immeédiates. Quant a la transformation de I’appréciation de leurs conséquences attendues, en
rapport avec le rapprochement (ou 1’éloignement) de leurs €chéances, elle se trouve saisie a
travers les modifications, voire les renversements, qu’elle entraine dans les préférences des
agents décideurs.

Ces deux indicateurs associent spontanément les phénomenes qui ont été rapportés a des
anomalies économiques. Sans accident, en effet, un taux d’actualisation « normal » devrait
pouvoir se traduire par un coefficient constant, dont la trajectoire prendrait la forme d’une
courbe exponentielle. Or ce n’est pas ce que I'on observe le plus souvent dans les
expériences, ou le taux d’actualisation revét plutot la trajectoire d’une courbe hyperbolique
ou quasi hyperbolique (Laibson, 1997). Quant aux préférences des sujets, dont on a montré
au chapitre 2, tout a la fois I’'importance et les limitations de leur traitement en économie, elles
sont supposées traduire la cohérence des gotits des agents économiques et posséder, a ce titre,
un certain nombre de propriétés logiques constantes (réflexivité, transitivité, antisymétrie,
etc.). La encore, ce n’est pas ce que 1’on induit le plus souvent des comportements observés.
Dés lors, ou bien les préférences qui inspirent les choix des agents présentent des
incohérences, ou bien eclles sont instables dans la durée. Dans les deux cas, ces anomalies
repérées sont imputables a différentes manifestations d’intertemporalité au cours des
décisions. Comme le souligne Pierre Livet a la fin de ce chapitre, elles interpellent
sérieusement la théorie économique de la décision.

U

Pour comprendre les véritables raisons de cette mise en difficulté de la théorie
¢conomique classique de la décision, il est nécessaire de remonter en amont, au niveau du
découpage des domaines étudiés et de la construction des différentes catégories identifiées



par la discipline économique. On notera que le concept de taux d’actualisation est
principalement utilis¢é en macroéconomie, en relation avec les agrégats, représentant
I’épargne, la consommation, I’investissement et, plus largement, les différentes affectations
du capital. Les préférences concernent, en revanche, au premier chef, la microéconomie et
renvoient, en premier lieu, & un agent individuel plus ou moins représentatif. Plus
précisément, c’est a propos du capital que le probléme de la temporalité a d’abord été posé en
¢conomie. Historiquement, la tradition autrichienne a méme développé une théorie originale
du capital, presque entierement construite sur la base d’une analyse de la dimension
temporelle dans laquelle s’inscrivent les actions économiques'. Aujourd’hui encore, les
débats suscités par la définition et le choix d’un taux d’actualisation, méme s’ils prennent leur
source dans l’observation des comportements individuels, intéressent principalement la
sphére de la macroéconomie financiére et des travaux sur les cycles de vie du capital
(Angeletos et al., 2001). C’est, au contraire, a partir de I’analyse de la consommation, et dans
la perspective du choix du consommateur individuel, qu’a été élaborée la théorie économique
de la décision. C’est pourquoi, celle-ci peut s’entendre comme une manicre de généralisation
d’une théorie initialement destinée a comprendre et a éclairer le choix du consommateur.

Cette référence a la consommation permet d’expliquer, pour une part au moins, la
formulation initialement statique de cette théorie. Son ancrage dans le temps présent est
fourni par les préférences du consommateur, au moment de son choix. S’agissant d’un bien
destin¢ a étre consommé, on suppose que le délai temporel qui sépare le choix de sa
conseéquence, c’est-a-dire de la consommation du bien choisi, peut-étre négligeé. Lorsque je
choisis entre des carottes et des tomates pour mon prochain repas, le délai qui sépare ce choix
du déroulement de ce repas ne devrait pas normalement modifier les préférences qui ont
orienté mon choix. La tentation est, des lors, de traiter le choix comme une opération unique
qui se déroule en un seul coup et ou les préférences du consommateur sont supposées
inchangees entre le moment ou il effectue son choix et celui ou il satisfait sa consommation.
L’introduction d’une temporalit¢ se trouve ainsi, en quelque sorte, greffée sur un schéma
d’origine completement statique.

Force est pourtant de reconnaitre que les conséquences de ce choix, a partir desquelles se
trouvent définies les préférences du décideur, appartiennent au futur. Elles sont, pour cette
raison, incertaines et requi€rent une anticipation de sa part. Pour intégrer cette dimension
d’incertitude dans la décision, les économistes ont introduit des probabilités subjectives
résultant d’un traitement probabiliste des croyances de I’individu sur les conséquences de ses
choix. Ces probabilités subjectives entrent alors en ligne de compte dans la définition des
préférences du consommateur au moment ou le décideur effectue son choix. L’instant du
choix constitue toujours, pour cette raison, le point fixe auquel renvoie la décision. On peut
dés lors interpréter ce recours aux probabilités subjectives comme un procédé permettant de



transformer ces incertitudes en équivalents certains sur lesquels seraient définies les
préférences. Afin d’éviter cette confusion simplificatrice, des logiciens comme Jeffrey,
pourtant favorables a I’approche économique de cette logique de la décision, se sont efforcés
de distinguer conceptuellement les probabilités subjectives, qui concernent I’occurrence de
ces conséquences, et leur désirabilité pour le décideur (Jeffrey, 1983). En outre, la survenance
d’événements imprévisibles, ou, tout au moins, imprévus par le décideur, peut remettre en
cause la validité des probabilités subjectives associées aux conséquences d’un choix. Ainsi,
un accident météorologique grave, subit et trés rare, est le plus souvent absent du champ de
conscience des décisions quotidiennes. Shackle est 'un des seuls économistes qui se soit
attaché a critiquer cette faille des probabilités subjectives, ce qui I’a conduit a chercher a
intégrer la surprise dans son traitement original de la décision en incertitude. On remarquera,
a ce propos, et cela n’est pas fortuit, que presque tous les exemples choisis par Shackle pour
illustrer son traitement de la surprise portent sur des choix d’investissement et ne concernent
presque jamais la consommation.

Une extension dynamique de ce schéma statique s’est €¢galement imposée pour d’autres
raisons ; lorsqu’il s’agit notamment de rendre compte des décisions, dont les procédures, et
donc les conséquences, font intervenir plusieurs séquences, ou une periode plus longue. On
songe, par exemple, aux situations de négociations en plusieurs coups, ou les choix
séquentiels de chacun dépendent des choix observés et anticipés chez I’autre. Une dimension
de temporalité se manifeste également au niveau individuel, lorsqu’il s’agit de prendre une
décision dont les conséquences finales dépendent d’autres décisions a prendre a des dates
ultérieures. Je décide, par exemple, aujourd’hui, de prendre une option sur un contrat a
terme. Sans quitter le domaine de la consommation, un achat a crédit rechargeable, c’est-a-
dire avec possibilité de renouvellement au moment de 1’échéance, rentre dans cette catégorie.

Une version purement conséquentialiste de la théorie de la décision a été proposée pour
répondre a son extension temporelle. Cette version soutient que la clé d’un choix rationnel
réside dans le fait qu’il prend exclusivement en compte ses conséquences attendues. Rien
n’empéche, dans ces conditions, que des modifications dans les préférences du décideur
interviennent au cours du processus décisionnel. I1 suffit de soumettre ces modifications a
des conditions de cohérence dynamique, afin de préserver cette relation instantanée,
« choix/conséquences » qui caractérise, dans cette optique, le moment de la décision. Ainsi, le
sujet rationnel doit-il, lorsqu’il se trouve au moment d’un choix, prendre en compte, non
seulement les conséquences attendues de ce choix, mais également les conséquences des
choix intervenues dans les séquences antérieures (Hammond, 1976, 1988). Il en résulte
plusieurs transformations dans la formalisation de la fonction qui représente, dans ces
nouvelles conditions, le choix intertemporel d’un consommateur rationnel'. Mais cette
interprétation conséquentialiste de la décision ne change rien au fond. Le cadre statique,



méme rendu ainsi dynamique, sert toujours de référence a la théorie économique de la
décision. Il reste, pour cette raison, incapable de rendre compte des véritables dynamiques
d’interactions, bien plus complexes, comme I’a montré ce chapitre, entre le sujet et sa
perception des différentes composantes de son environnement. Ces dynamiques commencent
aujourd’hui a étre explorées, a la lumiére des connaissances naissantes qui s’accumulent,
concernant les processus cérébraux intervenant au cours de ce que nous appelons décision.

Trois constats d’ores et dé¢ja s’imposent. Une décision, quelle qu’elle soit, n’est jamais
réductible a une opération mentale unique. Elle s’inscrit toujours dans une confrontation de
mécanismes multiples. Sa dimension temporelle n’est pas intelligible en la rapportant a un
seul point du temps (le moment présent). Elle fait intervenir, non seulement des souvenirs et
des projections, mais aussi leurs déformations et leurs transformations, en fonction de la
variation des distances qui s€parent leurs conséquences les unes par rapport aux autres, et par
rapport aux différents moments vécus par le décideur. Dans I’exemple choisi par Pierre Livet,
la distance temporelle qui sépare la soirée programmee entre amis et ’examen n’est pas
percue de la méme maniere par le sujet, au moment de sa décision initiale (quelques jours
avant), et a mesure que le temps s’¢coule et que les échéances s’approchent. Le processus
décisionnel, enfin, n’est pas un systeme fermé sur le sujet décideur, au moment de sa prise de
décision. Il se déploie, au contraire, comme un systeme ouvert sur I’extérieur, c’est-a-dire en
interaction permanente avec son environnement (matériel et humain) ; soit, directement, a
travers les informations qu’il recueille, soit, indirectement, par I’intermédiaire de son
imagination sensible. Il en résulte, en particulier, qu’associer la cohérence d’un agent et,
partant, sa rationalité, a I’invariance intertemporelle de ses préférences, ou tout au moins, a
quelques conditions strictes (transitivité...), comme le fait la théorie ¢économique de la
décision, n’est pas en accord avec le processus mental qui guide ces décisions. Ces constats,
qui se sont progressivement imposes, justifient la place accordée a la discussion de la
décision dans ce chapitre consacré a ’analyse de la cognition interactionnelle. Ils conduisent,
comme on I’a montré, a une critique assez radicale de la théorie économique traditionnelle de
la décision. Il nous faut maintenant examiner comment les différents matériaux recueillis,
d’une part par D’économie et la psychologie expérimentales, et d’autre part par la
neurobiologie et I’imagerie cérébrale, ouvrent la voie a 1’élaboration d’une théorie alternative.

A Y
A LA RECHERCHE DES BASES NEURONALES DE L,ACTUALISATION TEMPORELLE

Commencgons par réexaminer la question, classique en économie, du traitement de
I’actualisation (« discount » temporel) par le décideur, au cours du processus de décision,
avec les conséquences qu’il entraine sur ses prises de décisions. Plusieurs travaux
expérimentaux ont ¢té réalisés dans le cadre de protocoles différents, dont certains portent,
précisément, sur des choix de consommation. La diversité des protocoles expérimentaux, qui



correspondent a la variété des hypothéses que désirent tester les chercheurs, ne facilite ni
I’¢laboration d’une mesure fiable de D’actualisation subjective, ni la formulation d’une
synthése claire des résultats observés au cours de ces expériences. Un point semble toutefois
acquis. Deux mécanismes cérébraux interviennent au cours des choix proposés entre
plusieurs options, a échéances temporelles différentes. Ils correspondent respectivement a
I’activation de régions cérébrales distinctes. 11 s’agit, d’un co6té, de I’activation de régions
limbiques et paralimbiques, étroitement corrélées au systéme dopaminergique (striatum,
NACC ou nucleus accumbens...) et, d’un autre c6té, de certaines zones du cortex préfrontal
et du cortex pariétal mobilisées de maniere prioritaire dans les opérations de raisonnement.
On observera que I’identification de ces deux mécanismes cérébraux distincts n’implique pas
I’existence de deux systémes séparés. Nous pensons plutdét que ’actualisation au cours du
processus décisionnel est une opération mentale qui articule ces deux mécanismes, certes
différents, et selon des modalités diverses, confirmant ainsi les ressources de plasticité du
cerveau humain. C’est pourquoi les termes du débat qui oppose aujourd’hui, sur ce terrain,
les partisans de deux systtmes a ceux du systéme unique nous paraissent mal posés
(Rustichini, 2008).

C’est la publication du dernier ouvrage de Kahneman, intitulé précisément Thinking Fast
and Slow" (2011) qui a élargi ce débat, en le faisant connaitre a un public plus large que celui
des seuls inities. On peut certes regrouper un ensemble de fonctions cérébrales au moyen de
cette partition. A ces fonctions peut également étre rattachée ’activation de régions cérébrales
de plus en plus précisément identifices. Pour autant, nous avons montre, dans le premier
chapitre, que Pactivation et I’inhibition correspondaient a deux régimes opposes, mais dont le
fonctionnement synchrone posait principalement un probléme de coordination mis clairement
en ¢vidence dans les cas, parfois pathologiques, de dysfonctionnement. Nous verrons, en
outre, que dans de nombreuses situations, si certains marqueurs du cerveau rapide
(dopamine, striatum, NACC) se trouvent suractivés, cela n’empéche pas d’autres zones du
cerveau lent, comme certaines parties du cortex pariétal, de travailler en arriere-fond. Enfin,
I’opposition lent/rapide se révele trés insuffisante pour rendre compte de la dimension
intertemporelle complexe dans laquelle évolue le fonctionnement de notre cerveau au cours
du processus de prise de décision.

Sans surprise, l’activation de la premiere des régions cérébrales limbiques et
paralimbiques apparait prédominante lors des choix qui privilégient le trés court terme, alors
que c’est la seconde qui prévaut dans les choix qui optent pour le long terme. Mais, tandis
que la premi¢re de ces deux régions cérébrales se trouve le plus généralement activée
lorsqu’il s’agit d’échéances tres courtes, il n’en va pas de méme de la seconde zone qui est
activée, a des degrés, certes variables, mais quelle que soit I’échéance temporelle. De plus, les
modalités temporelles du déclenchement du mécanisme limbique a forte connotation



émotionnelle semblent dépendantes des objets sur lesquels portent les choix et les délais
correspondants. Des différences apparaissent, en effet, entre le traitement cérébral de gains
financiers a diverses échéances, mesurées en semaines ou en mois, et celui de biens de
consommation, comme un jus de fruit, 8 consommer immédiatement, 10 minutes plus tard,
ou quelques minutes encore un peu plus tard. Dans le cas de la consommation, en effet,
I’activation du mécanisme limbique n’intervient que pour l’option d’une consommation
immédiate. On ne la retrouve plus dans le cas d’une option juste un petit peu plus éloignée
dans le temps (10 minutes), par rapport a une option encore plus €éloignée (20 minutes) ; et
cela, a I'inverse de ce que I’on observe dans le cas des choix portant sur des gains financiers
pour des options €loignées, allant de I’'immédiat a plusieurs semaines (McLure et al., 2004,
2007). Cette différence montre d’abord que les échelles temporelles sur lesquelles le cerveau
travaille sont trés variables, en fonction des objets sur lesquels porte la décision. Elle conforte
ainsi notre conviction qu’une théorie de la décision ne peut pas se construire sur la base
d’une théorie générale élargic de la consommation, comme [’avait initialement énoncé la
théorie économique. Elle révéle, ensuite, que les échelles de temps ne sont pas pergues par le
cerveau comme linéaires et similaires dans ces différents cas. Si I’instant présent est toujours
traité de manicre a part, la distance qui sépare « tout de suite » et « dans 10 minutes » n’est
pas du tout per¢ue de manicre identique a celle qui sépare 10 minutes et 20 minutes apres,
dans le cas du jus de fruit (McLureet al., 2007). Cette différence apparait, en revanche,
beaucoup moins nette dans ’expérience monétaire, lorsqu’il s’agit de comparer des gains a
¢chéances de 2 et de 4 semaines (McLure et al., 2004).

L’une des difficultés rencontrées lorsque l’on cherche a interpréter ces résultats
expérimentaux tient au fait que ces experiences font intervenir simultanément deux variables
différentes, 'importance des quantités attendues et la date des échéances. Une expérience plus
récente s’est efforcée de distinguer leurs effets respectifs au niveau de I’activité cérébrale, en
faisant varier de manicre indépendante les montants des gains attendus et les dates ou ils
seront distribués dans le futur. Elle montre que I’¢lévation de P’activation de la région du
nucleus accumbens (NACC) ainsi que d’autres régions du cortex cingulaire, se trouve
directement corr¢lée a D'importance du montant attendu, tandis que d’autres régions,
notamment corticales latérales, se désactivent en fonction du report temporel de 1’échéance
(Balard et Knutson, 2009). Le taux du discount temporel utilisé par les individus fait donc
intervenir deux composantes neuronales distinctes, relatives aux quantités du gain attendu et
aux délais de leur attente, mais dont la mobilisation apparait étroitement imbriqueée.

Il s’agit en définitive de mécanismes complexes, comportant chacun plusieurs
composants. Lorsque les économistes ont cherché a les modéliser en les simplifiant, ils ont
propos¢ de représenter la domination de ’'un de ces mécanismes sur I’autre, au moyen de
deux coefficients qui leur étaient familiers, B et d, correspondant aux formes, hyperbolique,



pour le premier, et exponentielle, pour le second, attribuées respectivement au taux
d’actualisation. Ainsi, lorsque I’activation du systeme limbique ’emporte sur celle du systéme
des régions du cortex préfrontal et pariétal qui ont été mentionnées, le sujet manifeste dans
ses choix une forte préférence pour un résultat immédiat, fiit-il moins intéressant en termes
de capitalisation, ce qui correspond a un B trés élevé. En sens inverse, lorsque 1’on observe,
chez le sujet, une beaucoup plus forte activation des régions du cortex préfrontal et pariétal, il
ne manifeste plus de préférence pour le résultat immédiat et révele un d bien plus €levé. Tout
se passe donc comme si la décision résultait d’un arbitrage, ou tout au moins d’une
pondération, entre I’activation de chacun de ces deux mécanismes, eux-mémes dépendants,
comme on I’a vu, des montants espérés. Cette hypothése se trouve, d’une certaine maniére,
confortée par le constat d’une activation complémentaire au niveau de I’ACC, une zone du
cerveau associée aux conflits, lorsque, par exemple, le mécanisme limbique prend le pas sur
I’activation des régions préfrontales et pariétales concernées. On retrouve ainsi, formulé
d’une autre maniére, le dualisme précédemment évoqué.

Cette formulation schématique du discount temporel au moyen des coefficients B et o a
¢té récemment critiquée par Ainslie (2012) sur la base de son incompatibilité¢ avec la notion
de self-control de la volonté, qu’il privilégie dans son analyse des choix intertemporels, et
dont Pierre Livet, a montré, dans ce chapitre, I’intérét, mais aussi les limites. Ainslie préfere,
pour cette raison, revenir a sa formulation hyperbolique initiale (Ainslie, 1975, 1991) de type
DV = 1/1 + k.D, ou DV représente le taux d’actualisation attendu rapporté a une échéance de
temps objective, et k un coefficient hyperbolique traduisant I'impatience du sujet. Dans son
dernier article Ainslie élargit toutefois 'interprétation de sa formule initiale, en introduisant
un processus récursif de prédictions du sujet sur lui-méme aux différentes €chéances
envisageées. Ce processus peut ainsi entrainer un renforcement ou, au contraire, un abandon
des engagements pris par le sujet envers lui-méme, au cours du déroulement du temps
(2012). L’introduction de la volonté du sujet aux différentes échéances, relice par Ainslie au
traitement de la temporalité, permet ainsi de prendre en compte une véritable intertemporalité
dynamique, de nature subjective. Ce traitement peut se traduire, dans les faits, par un
ensemble de choix cohérents dans le temps, mais il peut également, comme le reconnait
Ainslie lui-méme a la fin de cet article, donner lieu a une série de pseudo-rationalisations, de
dénis, voire de mouvements impulsifs. Ces liens diachroniques entre les choix introduisent,
certes, une maniere de cohérence intertemporelle. Mais la mémoire qui les tisse n’est pas
exempte, elle-méme, de déformations et de biais affectifs. C’est pourquoi cette cohérence
temporelle est bien ¢€loignée de la rationalité économique. Pierre Livet a proposé dans ce
chapitre de mettre ’accent sur la notion de perceptions successives, entendues en termes de
saillances, qu’il interprete, dans la suite de son développement, comme les composantes
d’une dynamique de catégorisations. Nous reviendrons sur cette question en des termes un



peu différents.

Par-dela le probléme posé par sa formalisation, qui fera I’objet d’une discussion séparée,
I’hypothese générale d’une articulation entre deux meécanismes a €t¢ confortée par d’autres
résultats qui portent plus directement sur I’anticipation du décideur. Une dynamique cérébrale
différente a été mise en évidence, lorsque la décision oriente les anticipations du décideur
vers les conséquences immediates de sa décision, comme dans le cas du choix du
consommateur, et lorsque sa décision requiert de prendre en compte, différents termes,
comme dans le cas de placements financiers (Tanaka ef al., 2004). L’intérét de ’experience
de Tanaka réside dans une méthode originale qui inspire le protocole expérimental qu’il a
choisi et son traitement statistique. Les sujets effectuent des choix en trois séquences. Leur
option consiste a choisir, chaque fois, entre un cumul de petits gains a chacune des trois
¢chéances différentes, ou I’acceptation de petites pertes compensé€es par un bonus plus
conséquent a la derniere échéance. Cette ¢tude est, du reste, I’'une des rares a prendre en
compte, en plus des attentes de gains, des anticipations de pertes, au moins temporaires. Ses
résultats vérifient d’abord le role déterminant joué par les zones cérébrales qui régulent les
émotions, et en particulier le striatum et ’insula, dans les anticipations des attentes. Mais ils
révelent également, des différences plus fines dans les circuits des ganglions cortico-basals,
respectivement activés dans les anticipations aux différentes €chelles de temps. Se pose ainsi
la délicate question des conditions neurophysiologiques de passage d’un systeme
d’anticipation court-termiste a un systeme graduellement de plus en plus complexe, lorsque
I’on ¢élargit le spectre temporel.

D’autres chercheurs se sont efforcés de comparer le poids respectif donné par les sujets
aux conséquences attendues de leurs décisions, dans 'immédiat et & un plus long terme. Ils
ont d’abord vérifié I’hypothése selon laquelle cette valorisation dépendait étroitement d’une
activation conjointe du systéme dopaminergique (avec ses effets sur certaines parties du
striatum) et de ’ACC. Fort de ce constat, ils se sont interrogés ensuite pour savoir si
I’observation la plus fréquente d’un arbitrage en faveur du court terme, tenait davantage au
fait que les conséquences immédiates se trouvaient survalorisées, ou, au contraire, si ¢’étaient
plutdtles conséquences lointaines qui étaient dévalorisées. Ils ont alors distingué deux
groupes d’individus dans leur échantillon : ceux qui privilégiaient les résultats immédiats et
ceux qui privilégiaient les résultats a plus long terme. Or, tandis qu’une grande différence,
entre ces deux groupes, était observée dans I’activation de ces zones cérébrales pour des
résultats i1mmédiats, aucune différence sensible ne se manifestait, au contraire, entre cux,
concernant les résultats a plus long terme. Les auteurs en ont conclu que la préférence pour
les conséquences immédiates devait plutot étre rapportée a une surévaluation de I'immédiat,
déclenchée par cette suractivation émotionnelle, qu’a une sous-évaluation du futur plus
lointain qui aurait ét¢ imputable a une sous-activation de la conscience réflexive



(Cherniawsky et Holroyd, 2013).

Une confirmation indirecte du réle prédominant joué par ce mécanisme dopaminergique
et ’ACC dans la régulation des préférences intertemporelles, révélée par les choix des
décideurs, peut étre paradoxalement trouvée dans divers travaux de neurosciences
interculturelles. Des études comparatives menees entre des sujets occidentaux et asiatiques
ont montré que les régions du cortex préfrontal et pariétal, correspondant aux fonctions
cognitives du raisonnement, €taient activées de maniere semblable et dans des conditions
analogues chez les Occidentaux et chez les Asiatiques. Mais une nette différence était, au
contraire, observée concernant 1’activation des régions cérébrales associ€es a la valorisation
affective (systéme dopaminergique, striatum). Tandis que ces dernieres se trouvaient le plus
souvent suractivées, comme on I’a vu, chez les Occidentaux devant les options immediates,
ou a tres court terme, elles s’activaient, au contraire, plutét devant les options a plus long
terme chez la plupart des Asiatiques. Ce constat €tabli par 'imagerie cérébrale correspond,
comme attendu, au choix préférentiel du trés court terme et du plus long terme,
respectivement émis par des Occidentaux et par des Asiatiques au cours de I’expérience, en
I’occurrence des Américains et des Coréens (Kim et al., 2012). Des travaux expérimentaux
antérieurs avaient déja mis en évidence la méme différence entre les taux d’actualisation qui
orientaient les choix de sujets américains et de sujets japonais (Green et Myerson, 2002). En
revanche, aucune différence notoire n’¢était apparue dans cette ¢tude entre les choix des sujets
ameéricains et des sujets chinois.

Plusieurs facteurs peuvent expliquer cet écart, d’une étude a Dautre, entre les
comportements observés, chez les Coréens et les Japonais, d’une part, et chez les Chinois,
d’autre part. Un élément doit étre retenu. Dans cette expérience, les étudiants d’origine
chinoise étaient depuis longtemps intégrés a la culture américaine, ce qui n’était pas le cas des
¢tudiants japonais. Si elle était confirmée, cette explication pourrait renforcer notre hypothése
du réle de variable de régulation joué par le systéme de valorisation affective dans les choix
intertemporels. Une telle valorisation discriminante pourrait ainsi privilégier I'immédiat et le
court terme, comme on l’observe le plus souvent chez les Occidentaux, mais également le
plus long terme, comme cela semble s’observer chez de nombreux Asiatiques. Il reste alors a
comprendre comment se construit cette différence, puisqu’il semblerait qu’elle soit imputable
a un trait culturel, transmis, et donc appris par chaque individu. On peut sans doute
rapprocher ce trait du phénomeéne plus général de reconnaissance sociale introduit dans les
chapitres précédents.

Des informations supplémentaires, sur le rdle particulier de ce mécanisme
dopaminergique dans la régulation des choix intertemporels, peuvent étre tirées d’une étude
portant sur la comparaison entre les résultats obtenus, lorsque la décision concerne le sujet
lui-méme (le « self »), ou un autre sujet que le décideur lui-méme (Albrecht ef al., 2011). Au



niveau expérimental, d’abord, les sujets les plus prompts a choisir pour eux I’option
immédiate se sont montrés beaucoup plus circonspects lorsqu’il s’agissait de choisir pour un
autre. Cette différence dans les comportements observés correspond également a certaines
différences dans l’activation des zones cérébrales allouées a 1I’émotion. Les résultats de
I’imagerie cérébrale s’aveérent cependant ici plus difficiles a interpréter, puisque, tout a la fois,
les mémes régions cérébrales se trouvent activées dans les deux cas, mais avec des intensités
différentes et selon des modalités distinctes. Il semblerait cependant que le découpage
temporel se révele assez différent au niveau du ressenti affectif. Lorsque le sujet choisit pour
lui-méme, une premiere coupure se manifeste instantanément entre 'immeédiat et le futur plus
¢loigné, quelles que soient, par ailleurs, les échéances de ce futur. On ne la retrouve plus
lorsque le sujet effectue son choix pour une autre personne qu’il ne connait pas. En d’autres
termes, un lien émotionnel privilégié relierait chacun de nous a linstant qui suit
immeédiatement le moment présent (celui-1a méme de la décision). Cette intimité singuliere
qui lie le « moi, maintenant », au « moi, immédiatement apres », n’a pas d’équivalent lorsque
le moi se trouve remplacé par un autre moi, méme si le « je » imagine cet autre comme un
autre lui-méme, dans les termes que nous avons analysés au chapitre 2. D’autres différences
dans la perception des échelles de temps ont également ét€ mises en évidence dans une
perspective différente, selon que les attentes du décideur le concernent lui-méme ou
s’appliquent a un autre (Takahashi, 2007). La perception de I’intertemporalité, qui intervient
dans nos prises de décision, pourrait ainsi constituer un marqueur du découplage entre
«moi » et I’(les) autre(s).

\%

On peut déduire de tous ces travaux le schéma général suivant. Sur un arriére-fond
d’activité cognitive du cerveau raisonneur (premier mécanisme), intervient une modulation
d’ordre émotionnelle, chargée de pondérer les différentes échéances temporelles envisagées
par le décideur (second mécanisme). Cette pondération valorise ainsi les attentes du décideur
en différents points du temps. Si, au terme de cette pondération, un résultat immédiat, que
I’on attend positif, se trouve souvent survalorisé, c’est en regle générale pour réduire la
distance temporelle qui sépare, en la circonstance, I’instant de la prise de décision de I’instant
de la réalisation de ses conséquences attendues. Cette pondération peut parfois valoriser, au
contraire, des points plus ¢éloignés du temps, en fonction notamment, comme on I’a vu, de
références culturelles différentes. Mais ce phénomene serait alors plutdt la conséquence d’une
absence de survalorisation de I'immédiat, li¢ a d’autres modes de pensée que celle qui
domine D’appréhension du temps dans les cultures occidentales. De méme, faudrait-il
¢galement introduire des différences dans ces pondérations des échéances temporelles, selon
que les attentes du décideur portent sur ce qu’il interpréte comme un gain (gain monétaire et
matériel, mais aussi moral) ou, au contraire, comme une perte. Leur asymétrie, depuis



longtemps mise en évidence sur une base expérimentale par Kahneman et Tversky, se
répercute au niveau de la pondération de leurs échéances temporelles respectives. Mais on
dispose, encore aujourd’hui, d’assez peu d’informations concernant les pertes. Ce schéma
général repose moins, comme il peut paraitre de prime abord, sur la survalorisation de telle
ou telle échéance temporelle, que sur une modulation dans la valorisation des échéances, les
unes par rapport aux autres, a travers des variations de pondération. Nous pensons qu’il
s’agit 1a d’'un mécanisme de régulation comparative des perceptions concernant les échéances
temporelles de nos décisions a dominante émotionnelle.

Trois traits principaux semblent caractériser son fonctionnement :

. Il permet de sélectionner les points focaux de I’horizon temporel du décideur, qu’il va
pondérer différemment, en lien avec ses attentes.

o Cette pondération traite d’une maniere distincte (au moins pour le décideur) sa
relation avec I’'immédiat, congu comme un prolongement direct du moment présent, et la
comparaison entre plusieurs échéances différentes, mais €loignées dans le temps.

. Cette pondération varie, elle-méme, au cours du temps. D’une part, le déroulement
du temps fait changer de catégorie Ioccurrence de certaines échéances. Ainsi, dans
I’exemple de Pierre Livet, la soirée entre amis programmée avant I’examen, qui
appartenait initialement aux échéances ¢éloignées, rentre dans la catégorie des
conséquences immédiates, dés I’instant ou le décideur se trouve sur le point d’y
participer. D’autre part, des informations internes et externes, recueillies par le décideur
au cours du temps sur l'occurrence de ces différentes échéances, contribuent a
transformer leurs pondérations qui gouvernent son appréhension de ces différentes
échéances.

Il est clair que le schéma de ce processus de régulation n’est pas lin€aire. Pour autant, sa
traduction dans un mod¢le mathématique précis n’est pas encore assurée. La révélation de
deux modes de pondération différents, lorsqu’ils portent sur I’'immeédiat, ou s’appliquent a
des échéances plus ¢€loignées, conduit a distinguer deux types de dynamique. L’'une traduit
une hypersensibilit¢ a I'immédiat, Dautre correspond aux appréhensions sensibles des
¢chéances temporelles plus ¢loignées qui varient avec ’avancement du temps. Une premiere
facon de traiter ces deux composantes distinctes, comme on I’a vu avec McLure, est inspirée
de la présentation de Laibson. Elle consiste a associer a chacune d’elle un taux d’actualisation
différent, nomme respectivement 3, pour la premicre, qui prend une forme hyperbolique, et
0, pour la seconde, qui garde une forme asymptotique. On peut construire sur cette base un
modele dynamique d’ensemble qui revét une forme quasi hyperbolique généralisée. Cette
modé¢lisation traduit la survalorisation des résultats immédiatement attendus, mais n’integre
pas les biais observés dans la comparaison des résultats a plus longue échéance. C’est la



raison pour laquelle une autre modélisation mathématique de cette dynamique a été proposée.
Elle prend en compte, maintenant, la tendance a une survalorisation de I'immédiat, mais
¢galement les biais de perception temporelle dont se trouve entachée 1’appréhension des
diverses échéances plus lointaines, du fait méme de la dynamique temporelle dans laquelle
elle s’inscrit (Takahashi, 2009).

Pour y parvenir Takahashi et ses collegues se sont inspirés d’une formulation proposée
par Tsallis pour représenter des phénomenes physiques de dynamiques statistiques non
additives et non extensives. Cette formulation permet, en effet, de représenter la déformation
de notre perception temporelle aux différentes échéances de nos choix, par une fonction
logarithmique associée a un taux d’actualisation exponentiel. Pierre Livet a montré que ce
type de formulation permettait de traduire, a partir de ces non-linéarités, certaines différences
de perception observées entre courte et longue portée.

Un détour par I’histoire des idées n’est pas sans intérét pour comprendre les différentes
implications de cette nouvelle formulation. En introduisant cette fonction logarithmique pour
relier la durée objective du temps qui s’écoule a la perception sensible que nous en avons,
Takahashi a retrouvé une ancienne approche développée par la neurophysique, au moyen de
laquelle, un petit groupe de psychologues allemands de la seconde moitié du xix° siecle avait
formulé la relation entre la mesure de I'intensit¢ d’un stimulus extérieur et celle de la
perception correspondante ressentie par le sujet. Cette forme de relation généralisée entre
I’environnement physique et sa perception par les sujets est bien connue sous ’appellation de
loi Weber-Fechner, du nom de ses découvreurs. On peut la représenter simplement par
I’équation Y = K (log B+log b), ou B représente I'impulsion physique, Y I’intensit¢ de la
sensation, et b une valeur seuil de B a partir de laquelle la sensation est percue par le sujet
(Fechner, 1860). Le principal intérét de cette formulation logarithmique ici est qu’elle traduit
le caractere comparatif des sensations ressenties par le sujet. Le programme initial de
recherche de Fechner ¢tait celui d’une psychophysique externe, destinée a dégager les
relations quantifiées entre les stimuli extérieurs de nature physique, des sensations ressenties
par les sujets. Appliquée a I’origine par Weber a la comparaison des poids d’objets soulevés
ou portés, elle avait ¢t¢ étendue par Fechner aux diverses perceptions, en particulier, visuelles
et auditives. Mais a coté de cette psychophysique externe ainsi entendue, Fechner imaginait le
développement d’un programme de recherche de psychophysique interne, permettant de
relier, selon la méme approche, les états mentaux aux processus de fonctionnement du
cerveau. Plus précisément, Fechner imaginait le schéma selon lequel une impulsion physique,
c’est-a-dire appartenant au monde extérieur, entrainait une activation neuronale, qui, a son
tour engendrait une réaction psychique selon les modalités de cette formulation
mathématique. Il reconnaissait toutefois qu’il ne disposait pas, a I’époque, d’informations
suffisantes sur le fonctionnement cérébral pour mener a bien cet autre programme. D’une



certaine manicre, par conséquent, la formulation de ’actualisation proposée aujourd’hui par
Takahashi en s’appuyant sur les neurosciences se situe, comme il le reconnait lui-méme, dans
le prolongement direct du programme interne exposé par Fechner (Takahashi, 2006).

Cette reformulation de I’actualisation intertemporelle, a partir des variations d’émotions
engendrées par les attentes comparées d’un plaisir (ou, au contraire, d’'un déplaisir, voire
d’une peine) percu a des échéances temporelles différentes, a le mérite de réintégrer la
temporalité dans ’'univers sensible de la perception des émotions. Le second avantage, qui en
découle, est de relier cette perception a des valeurs seuils, en deca desquelles les différences
ne sont pas perceptibles, un peu comme dans le cas des perceptions visuelles et auditives.
Cela a permis a Pierre Livet d’esquisser dans ce chapitre une interprétation intéressante de ces
seuils en termes de saillances, sur la base desquelles s’organisent des catégorisations. Cette
formulation en temps continu rend compte, en outre, de la dynamique de réactualisation qui
s’opere dans I’esprit du décideur, en fonction des informations qui lui sont fournies par
I’écoulement du temps. Du point de vue neuronal, cette modé¢lisation s’appuie
essentiellement, jusqu’a présent, sur des variations du mécanisme émotionnel (second
mécanisme) observées par I’'imagerie. Il reste a mieux comprendre, comment ces variations
affectent, a leur tour, l’activation de certaines régions du cerveau raisonneur (premier
mécanisme) qui a, jusqu’a présent, moins retenu 1’attention des chercheurs en neurosciences.

R

La redécouverte de la loi de Weber-Fechner et la renaissance d’une psychophysique, a la
faveur des emprunts faits a la mod¢lisation physique de Tsallis, nous ramene, par un
cheminement détournég, a la théorie économique de la décision. C’est en effet, en se fondant
sur la lo1 de Fechner, et en s’inspirant des travaux contemporains de Wundt et de Helmholtz,
que les utilitaristes anglais (et irlandais), comme Jevons, et surtout Edgeworth, entreprirent de
fonder leur analyse des phénomeénes économiques sur une « hédionométrie sociale ». Par
hédionométrie, il faut entendre ici une théorie de la mesure du plaisir, trait¢ comme la
perception d’une sensation. Cette hédionométrie peut étre qualifice de sociale dans la mesure
ou, comme nous I’avons vu, ce plaisir pour Edgeworth et les utilitaristes hédonistes, n’est pas
indépendant du cadre social dans lequel il se manifeste. La décision économique selon cette
représentation ne consiste pas dans la maximisation des préférences du décideur, mais plutot
dans la maximisation du plaisir ressenti par le décideur, du fait des conséquences attendues
de sa décision. C’est donc par une filiation en partie erronée que 1’on fait traditionnellement
remonter aux utilitaristes les sources de la théorie économique contemporaine de la décision
au moins dans sa version dominante. Rappelons a ce sujet que Fechner, dont les travaux ont
influencé Edgeworth, cherchait a formuler, en termes mathématiques, la relation entre un
stimulus, en provenance du monde physique extérieur, et les sensations qu’il provoque chez



les individus. De méme, Edgeworth se propose de mesurer la sensation de plaisir éprouvée
par le décideur qui serait provoquée par les conséquences objectives de sa décision. Dans les
deux cas, la formalisation mathématique adéquate est celle d’une fonction logarithmique
sous-additive. Sur cette base mathématique commune, Edgeworth construit une fonction
représentant les unités de plaisir ressenti qu’il nomme sentients, dont la dérivée premiere est
positive et la dérivée seconde négative (1881). Il est intéressant de noter, qu’un siecle plus
tard, Kahneman et Tversky associent les mémes propriétés de concavité a la forme de la
fonction qui décrit les variations des gains attendus, en relation avec leur probabilité¢ de
réalisation. On peut ainsi interpréter la Prospect theory, dans une optique edgeworthienne,
comme une description des réactions de plaisir éprouvé aux stimulants extérieurs que
représentent des gains futurs, plus ou moins certains (ou, au déplaisir éprouvé devant des
pertes, elles aussi, plus ou moins certaines) .

On observera que si 'approche logarithmique adoptée par Fechner pour mesurer les
sensations a ¢té finalement d¢laissée par les économistes au profit de formulations linéaires, il
n’en fut pas de méme des psychologues. Des psychologues comme Stevens se sont attachés a
la généraliser sous la forme de fonction de puissance (Power Law, Stevens, 1957). Plus pres
de nous, Luce en partant de ’hypothese de Stevens a proposé une nouvelle estimation du
quantum des sensations psychiques ressenties, en introduisant ce qu’il nomme des
« traductions cohérentes des échelles de transformations » (Luce, 1990, 2002).

La forme logarithmique initialement choisie par Fechner, et reprise par Edgeworth, pour
appréhender ce que ressentent les sujets, en réaction a un stimulus extérieur réel (Fechner),
ou seulement imaginé et attendu (Edgeworth), présente plusieurs avantages dans notre
perspective. Elle permet, d’abord, de mettre en évidence des valeurs seuils, en deca
desquelles, les différences d’intensité de ces stimuli ne sont pas percgues, ce qui ne signifie pas
qu’elles n’existent pas. Elle rend, ensuite, possible, la distinction de plusieurs échelles
différentes dans la perception des stimuli. C’est cette derniére propriété qui est utilisée par
Takahashi pour distinguer les perceptions temporelles différentes du sujet, correspondant a
différentes échéances, et qui varient, elles-mémes, avec I’écoulement du temps. Elle permet,
enfin, comme nous allons le montrer, et c’est peut-étre 1a le plus important, de rapprocher le
mécanisme mental qui semble régler cette perception de la temporalité, de celui qui guide
notre appréhension subjective du risque, lui aussi sensible a ces distances temporelles. Nous
verrons que l'un et Pautre peuvent étre formalisés dans des modeles mathématiques
équivalents, dérivés d’'une méme base logarithmique.

On peut des lors esquisser dans cet esprit une théorie économique positive de la décision
qui ne tomberait pas sous les critiques formulées au début de ce commentaire. Pour y
parvenir, une premicre €tape, qui s’inspire de I’approche Fechner-Edgeworth, consiste a
traduire les conséquences attendues d’une décision dans le langage sensible des perceptions



émotionnelles, ce a quoi nous invitent aujourd’hui les neurosciences. Ainsi ce n’est pas la
somme d’argent que je pourrais gagner que prend en compte mon cerveau, mais le gain
hédonique qu’il estime que je pourrais tirer de cette somme.

Cette transformation requiert d’introduire deux coordonnées. La premicre correspond a
un point de référence, par rapport auquel les variations de ces perceptions €motionnelles
hédoniques se trouvent étalonnées. Lorsque Kahneman et Tversky parlent de « gains », et de
« pertes », dans le sens que nous proposons de donner a ces termes, ils se référent
explicitement a un point de référence ; encore faut-il préciser comment ce point de référence
se trouve deéfini. Il s’agit a I’évidence d’une référence subjective. Par simplification, ce point
de référence est trait¢ dans la théorie de Kahneman et Tversky comme un point fixe qui
correspond a la situation du sujet au moment ou il prend sa décision. Il se trouve, par
conséquent, associ¢ au temps présent. I1 apparait pourtant, a la lumicere des études qui ont ¢€te
discutées, que ce point de référence n’est pas fixe, mais change avec 1’écoulement du temps.
Ainsi, dans ’exemple de Pierre Livet, le gain moral qui accompagne le fait de s’abstenir de¢
participer a une partie entre amis avant un examen important est rapporté au moment
correspondant au début du processus de la décision. Il va disparaitre au moment ou la partie
entre amis commence, parce que, précisément, le point de référence temporel n’est plus le
méme. Il reste a comprendre comment le decideur, placé au point de référence to va se
représenter ce qu’il ressentirait au point de référence to+n. La formalisation proposée par
Pierre Livet en termes de saillances peut fournir ici une clé intéressante. Mais il faudrait
connaitre le processus mental, voire neuronal, par lequel s’opere cette transformation. Car 1l
ne s’agit plus maintenant seulement de perception mais, cette fois, de cognition.

La seconde dimension renvoie a la perception des distances temporelles, en partant du
point de référence. Ainsi, au temps to, correspondant au moment de la décision, une distance
d’un jour, voire seulement de quelques heures, ou méme de quelques instants peut étre
ressentie comme trés longue, alors qu’elle devient presque indiscernable a I’horizon de deux
ans. On retrouve donc, au niveau de la perception temporelle, I’existence de valeurs seuils
qui jouent un role déterminant dans la psychophysique de la perception développée par
Fechner. Ce phénomeéne, bien connu, semble étroitement corrélé au degré d’activation des
zones cérébrales de I’émotion associée a I’'impatience d’un résultat. On peut donc
légitimement penser que leur activation régule cette perception des distances temporelles par
une pondération qui valorise, et parfois méme survalorise, le plus souvent, les distances
proches du point de référence (actualisation hyperbolique). Cette observation est a
rapprocher des saillances dans I’analyse de Pierre Livet.

Cette prise en compte de la perception des distances temporelles, telle que nous
proposons de l'interpréter, rejoint également, sur ce point, la théorie du prospect. Kahneman
et Tversky distinguent deux phases dans le processus mental qui conduit a la décision, le



framing, parfois complété¢ par ’editing, et le weighting, opération a laquelle ils consacrent
I’essentiel de leur analyse. Ils introduisent, pour se faire, une fonction de pondération a
laquelle ils ont donné d’abord la forme d’une fonction non linéaire de transformation des
probabilités objectives associées aux options (Kahneman et Tversky, 1979), avant de
proposer une formulation, directe et plus €légante, en termes de fonction cumulative de
dépendance de rang (Tversky et Kahneman, 1992). Quelle que soit leur présentation, ces
déformations sont, pour ces auteurs, imputables a la perception, par le décideur, du degré
d’incertitude qui affecte 1’actualisation de ses attentes (risque subjectif). Les informations
fournies par les probabilités objectives, dont disposent les sujets au cours des différentes
expériences, représentent autant de signaux qui leur permettent d’évaluer subjectivement les
distances mentales qui séparent les différentes options qui leur sont présentées de leur
actualisation. On comprend mieux, dans ces conditions, les préférences majoritairement
manifestées par les individus pour une option moins risquée, voire certaine, lorsqu’elle se
traduit par D’attente d’un gain et plus incertaine, lorsque c’est une perte qui est attendue. Dés
lors, I’hypothése d’une similitude entre les évaluations subjectives de la temporalité, au cours
d’un processus de décision intertemporelle, et I’appréciation du risque en termes de
probabilités subjectives, en matiere de choix risqué, s’explique naturellement.

Certes, la perception subjective de la distance temporelle qui sépare deux options et
I’évaluation subjective de leur chance respective de se reéaliser sont choses différentes. Il
existe cependant, entre elles, plusieurs caractéristiques communes. L’une et 1’autre
s’organisent a partir du point de référence, dont on a vu qu’il renvoyait toujours a un
moment du temps. La perception de I'incertitude n’est pas, en outre, indépendante de celle de
la distance temporelle. La préférence pour le présent, observée dans le cas de lattente d’un
gain, traduit, a la fois, une forte pondération des distances (plus la distance qui sépare le
résultat attendu de sa réalisation est longue, plus I’attente qui les sépare est percue comme
difficile a supporter, tout au moins dans la courte période), et une valorisation de la certitude,
puisque cette distance accroit également le risque que ce gain ne soit jamais regu (« un bon
tiens vaut mieux que deux tu ’auras », selon le proverbe). On peut ainsi penser que le fait
qu’un gain soit obtenu « juste maintenant » renforce son caractere certain (et vice versa). 11
existe, en effet, une affinit¢é mentale entre la certitude d’obtenir une récompense et la plus
faible distance temporelle qui sépare de cette obtention. Pour autant, cette relation inverse
entre le risque et la proximit¢ temporelle peut recouvrir des modalités diverses et parfois
méme paradoxales, lorsque, par exemple, c’est le risque lui-méme qui engendre, chez certains
sujets, une forme d’excitation proche de I’'impatience.

L’un des premiers chercheurs a avoir identifié, sur une base expérimentale, cette relation
mentale entre le discount temporel subjectif et les probabilités subjectives est Rachlin
(Rachlin, Rainneri et Cros, 1991). Rachlin a ainsi comparé les résultats des choix de deux



groupes de sujets. Les sujets du premier groupe étaient confrontés a des options de gains
mongétaires certains, face a d’autres seulement probables (leurs probabilités variant de 5 % a
95 %). Les sujets du second groupe devaient choisir entre des gains monétaires immédiats et
d’autres disponibles a différentes échéances (échelonnées de 1 mois a 50 ans). Il a mis en
¢vidence de cette maniére que la distribution statistique des choix dans les deux groupes
prenait la méme forme, et qu’une relation d’équivalence permettait de transformer la
perception temporelle des échéances en probabilités. Il est intéressant de noter que Rachlin a
montré, dans des travaux ultérieurs, que cette appréhension subjective de la temporalité par
les individus se révélait sensible, dans les deux cas, aux interactions avec les autres. Cette
dimension intersubjective de ces deux perceptions de la temporalité en situation de décision,
et donc d’attente, a ét¢ mise en évidence dans le cadre de jeux expérimentaux (Rachlin et
Jones, 2008, Jones et Rachlin, 2009).

Mais I’avancée décisive en la maticre a été réalisée par Takahashi. I1 a d’abord proposé un
cadre formel plus général pour rendre compte des deux phénomenes, en revisitant ’approche
logarithmique de la perception temporelle développée par Fechner, a la lumicre des
formalisations hyperboliques ultérieures données au taux d’actualisation et au choix risque. Il
a, dans cet esprit, formulé ce qu’il appelle la g-exponentielle généralisation de 1’actualisation
temporelle, ou les déformations par rapport a la forme exponentielle correspondent a des
logarithmes de perception subjective du temps. Cette affinité mathématique entre les deux
phénomenes lui a ainsi permis de dégager une interprétation de leur proximité en termes
psychophysiques, rendue possible grace au détour par un traitement logarithmique. 11 s’agit,
dans les deux cas, d’évaluer, aussi rigoureusement que possible, la relation entre le temps
physique et le temps subjectivement percu. Pour Takahashi, cet écart renvoie, dans le premier
cas (actualisation), a I’attente elle-méme, et, dans le second cas (risque), a sa pondération en
termes de probabilités (Takahashi, Han et Nakumara, 2013). Il a enfin commence¢ a tester son
hypothese dans le cas de choix portant sur des gains et des pertes d’'un montant différent,
associes a des échéances temporelles différentes (Takahashi et al., 2013).

Les perspectives ouvertes par cette analyse de Takahashi sont considérables. Son
approche suggeére qu’un choix réfléchi résulte nécessairement d’une réaction mentale a la
réalité physique de la temporalité. On peut y retrouver une intuition forte déja développée par
Hayek dans L’Ordre sensoriel. Hayek y distingue 1’« ordre physique » du monde externe
avec ses stimuli, I’« ordre mental » ou « phénoménal », avec les sensations que nous
ressentons, et un « ordre neural » qui transmet les impulsions du monde physique en les
transformant en sensations au cours de processus dynamiques d’apprentissage dans lesquels
s’inscrivent nos décisions et nos actions (Hayek, 1952, 2001)".

Pour autant, bien des points restent a éclaircir, avant de pouvoir tirer de cette approche et
dégager de ces premicres données une véritable théorie ¢économique de la décision. En



premier lieu, on connait encore assez peu de chose sur les processus cérébraux qui
aboutissent a ce schéma. On retrouve, certes, les activations des régions cérébrales déja
signalées. L’activation dopaminergique du striatum, observée dans le circuit de la
récompense, et celle du cortex antérieur cingulaire (ACC), relevée dans la plupart des
situations conflictuelles. Mais les modalités exactes de fonctionnement que pourrait traduire
ce schéma sont encore mal connues. On commence seulement a associer certaines anomalies
observées dans sa dynamique a des dysfonctionnements cérébraux répertoriés, comme c’est
le cas, par exemple, dans les syndromes d’addiction. Nous ignorons encore largement
comment ce schéma de perception du futur, principalement émotionnel et sensible, enclenche
un processus cognitif plus élaboré. Nous avons montré qu’il fallait au décideur s’imaginer un
temps présent, dans des avenirs séparés de son temps présent actuel par des distances
temporelles différentes ; d’ou I'introduction de degrés de conscience. De méme, la perception
de I'incertitude dans I’avenir implique d’abord la possibilité d’imaginer, en méme temps, une
situation et I’absence de cette situation, a I’horizon temporel donné ou choisi. Plusieurs
exemples en ont été proposés par Pierre Livet dans ce chapitre 3. Cette faculté permet.
ensuite, de pondérer les deux faces opposées de cette situation, ce qui aboutit a lui associer
des probabilités subjectives. Mais cet exercice est plus complexe encore, car ces probabilités
ne sont pas rapportées a des €tats du monde, mais a des gains ou a des pertes, c’est-a-dire a
des variations de plaisir ou d’agrément attendues par le décideur, par rapport a un point de
référence. On a également montré que ce point de référence résultait d’une construction
mentale, renvoyant elle-méme a un moment du temps réel (le temps présent), imaginé (une
¢chéance future), et méme seulement imaginaire (le temps idéal). Or on sait encore peu de
chose sur I’élaboration cérébrale de cette construction a étages multiples. On devine que
I’ensemble des processus qui ont été identifiés ici s’ins€re dans une dynamique encore mal
connue, qui inclut des apprentissages, des mémorisations et des corrections, c’est-a-dire une
maniére d’histoire.

Une théorie économique de la décision congue sur ces nouvelles bases tourne-t-elle le dos
aux hypotheses de rationalité sur lesquelles les théories économiques standard se sont
construites ? Pas obligatoirement, et cela pour deux raisons. En premier lieu, ce que nous
avons propos¢ ici ne concerne qu’une théorie positive ou descriptive de la décision, qui vise
a expliquer comment les agents économiques prennent leur décision. Il laisse donc un champ
ouvert a une théorie normative, qui, tout en s’inspirant de cette description, pourrait
réintroduire la rationalité au niveau de ses criteres. Cette question sera réexaminée dans la
troisieme partie de I'ouvrage. En second lieu, et surtout, les éléments que nous proposons
pour I’¢laboration d’une nouvelle théorie positive de la décision constituent un repérage
préliminaire des différentes données a prendre en compte et des ressorts de leurs
fonctionnements qui sont mobilisés dans I’acte de décider. Il faut, des lors, prolonger cette



démarche en précisant, par exemple, les degrés de contréle dont peut disposer le décideur sur
les mécanismes de sa décision, tels qu’ils ont été décrits. L'usage de ce controle par les
agents, de fagon a accroitre, d’une mani¢ére ou d’une autre, leur satisfaction, permet de
réintroduire ainsi la rationalité économique, mais a une place différente, et selon d’autres
modalités. C’est dans cette direction que nous nous proposons, avec les contributions des
neurosciences, d’orienter les recherches vers cette nouvelle théorie économique de la
décision

1. Si on met a part la théorie du regret de Sugden et Loomes, qui cependant ne tient pas compte de toutes les comparaisons que nous venons
d’évoquer. Loomes et Sugden (1982), « Regret theory : An alternative theory of rational choice under uncertainty », Economical Journal 92,
p. 805-824.

2. Cf. les travaux de Tsallis, que nous citons ici pour leur réutilisation par Takahashi.

3. Les économistes utilisent plutdt une représentation qui part de t0 = I'événement gratifiant (sommet de la courbe), et va vers le futur. Mais cela
a I'inconvénient de présenter une baisse rapide de la valeur de la gratification quand on s’éloigne trés peu vers le futur, alors que le phénomeéne
important est que la valeur monte en fléche quand, partant d’un t0 situé plusieurs moments avant I’événement, on devient trés proche du moment de
I’événement.

4. Ainslie a bien noté¢ qu’il n’a pas qu’une manicre de relier des événements successifs pour constituer une série, mais il semble oublier que cela
ne s’applique pas seulement aux événements lointains, mais aussi aux événements proches.

5. C’est une donnée dont ne rend pas compte I'hypothése de Han et Takahashi (2012), qui réduisent I’effet de discount temporel au fait que nous
avons une perception non linéaire du temps (les intervalles proches comptant plus que les lointains). En revanche cette perception non linéaire du
temps peut s’expliquer par I"abondance des saillances dans le temps proche et leur raréfaction dans le temps lointain.

6. Les physiciens nous donnent un critére : si en ajoutant un grain de sable sur le c6té du prétendu tas, on peut déclencher une avalanche, c’est
que c’est bien un tas. Sinon ce n’en est pas un.

7. Koechlin a pensé montrer que le cerveau humain ne pouvait accomplir plus de trois tdches simultanément, méme si cette estimation dépend de
la maniére de regrouper ou séparer les tiches.

8. Nous préférons éviter I'incertitude que peut impliquer ce vague, et cette aversion a I'incertitude pourrait expliquer que notre empathie plus
forte pour les membres de notre groupe aille jusqu’a des sentiments malveillants envers les membres d’autres groupes (Gonzalez, 2013) qui forment
le coté « sombre » de I’empathie. Mais ces émotions peuvent étre régulées si nous avons plus de temps pour contrdler nos réactions (Erés, 2013
citant Cunningham, 2004).

9. La théorie de jeux tente par exemple de tenir compte de ce formatage des motivations comme reconnaissables par autrui par une théorie du
signalling, ou I’on joue certains coups pour signaler une intention future.

10. On consultera sur ce point E. von Béhm-Bawerk, The Positive Theory of Capital (1889).
11. Plusieurs axiomatiques ont été proposées en ce sens, notamment par Bernheim (1986) et par Hammond (1994).

12. C’est du reste un retour a 'acception utilitariste du terme utilité que propose Kahneman en opposant ce qu’il nomme lutilité expérimentée
(experienced utility) a I'utilit¢ décision, telle qu’elle est définie dans I’analyse économique standard (Kahneman, Wakker et Sarin, 1997).

13. Une intéressante filiation relie directement Hayek & Wundt et a Helmoltz, et maintenant Takahashi a Hayek.

14. L’analyse développée par Hayek dans cet ouvrage s’inspire directement des travaux du psychologue Stevens, qui, dans la tradition de
Fechner et de sa psychophysique, propose une modélisation de la mesure de la relation entre I'impulsion physique et le ressenti mental.



PARTIE 2

COORDINATION ET COOPERATION




CHAPITRE 4

Les modes de coordination

Qu’il s’agisse de la construction mentale de I’intersubjectivité, ou de la mise en ceuvre de
I’interintentionnalité au cours des échanges entre les sujets, les chapitres précédents ont mis
en lumicere la pluralité des systemes neuronaux qui se trouvent activés et inhibés, ainsi que la
multiplicité des niveaux de codages et de rappels qui sont sollicités. Leur coordination se
présente donc comme un facteur déterminant dans le fonctionnement des interactions.
Beaucoup de dysfonctionnements, occasionnels ou pathologiques, peuvent ainsi étre imputes
a des défauts de coordination. Plusieurs chercheurs en neurosciences ont aujourd’hui recours
aux métaphores économiques de la compétition et/ou de la régulation centrale, pour discuter
de I’organisation des différents mécanismes neuronaux a I’ceuvre dans la réalisation de cette
coordination. En sens inverse, les mod¢les connexionnistes qui ont d’abord prévalu pour
expliquer le fonctionnement en réseaux des neurones sont aujourd’hui utilis€s par certains
¢conomistes pour rendre compte de mécanismes de coordination, lorsqu’il s’agit, par
exemple, de transmission sociale de I'information. Mais ces emprunts métaphoriques, qui
reposent souvent sur des approximations, sont parfois porteurs d’ambiguités et de méprises.

Un fait est certain. La coordination des actions humaines est multiforme et on la retrouve
au cceur de phénomeénes sociaux les plus divers. Que 1’on songe a la circulation automobile,
aux compétitions sportives, ou au fonctionnement/dysfonctionnement des places financieres,
les exemples ne manquent pas. L’analyse stratégique des interactions développée par la
théorie des jeux devrait fournir le corpus théorique économique le mieux adapté pour en
rendre compte. Il apparait cependant, que la seule rationalité¢ individuelle prétée aux joueurs,
qui constitue son socle logique, se révele le plus souvent tout a fait insuffisante pour rendre
compte de la coordination des mouvements des différents joueurs. Comme on I’a déja
montré au chapitre 2, ce probléme de coordination se pose aux théoriciens des jeux, chaque
fois que la situation décrite par le mod¢ele admet plusieurs €quilibres, entre lesquels la théorie
ne dispose d’aucun critere logique suffisamment satisfaisant pour les départager et prédire
celui qui prévaudra (ou devrait prévaloir). L’intervention de multicritéres, couramment
utilisée en théorie de la décision individuelle, lorsque plusieurs solutions sont logiquement
possibles, est de peu de secours en théorie des jeux, puisqu’elle ne fait alors que repousser la
question centrale de I’existence d’une commune référence des joueurs a ces critéres. De telles
situations sont loin d’€tre des exceptions et I’on en trouve de trés nombreuses illustrations
dans la vie sociale la plus concréte.

Pour chercher a résoudre les difficultés qui leur €taient ainsi posées par la coordination,



les chercheurs en théorie des jeux ont exploré deux voies différentes et complémentaires. Au
niveau strictement interindividuel, ils se sont concentrés sur les jeux les plus simples, ou la
coordination porte sur les décisions de deux joueurs seulement. Chaque joueur est un sujet
confronté a un autre sujet, unique, comme lui-méme. Au niveau d’une interface collective,
les chercheurs ont étudié des jeux ou interviennent un grand nombre de joueurs. Chaque
joueur individuel interagit avec une (ou des) population(s) d’autres joueurs. Cette interaction
comporte alors nécessairement une part d’anonymat, parce qu’il n’est pas possible, pour
chaque joueur individuel, de ramener les autres joueurs a un seul individu. Ces deux types de
travaux ont abouti a des solutions différentes. Mais, dans les deux cas, ils ont conduit a
¢tendre, et méme a transformer, le corpus conceptuel initial de la théorie des jeux. Dans le
premier cas, la question de la coordination a ainsi été reformulée dans le cadre de jeux
« psychologiques » ou « mentaux ». De tels jeux prennent explicitement en compte
I’appréhension par chaque joueur de la représentation par I’autre joueur de la situation ou ils
se trouvent tous les deux confrontés. Dans le second cas, la coordination se trouve traitée
dans le cadre de « jeux globaux », et plus récemment de « jeux de réseaux » », ou la
convergence vers un équilibre se trouve expliquée par la nature et les caractéristiques
différentes des informations dont les joueurs peuvent disposer les uns sur les autres, et les
uns par rapport aux autres.

La poursuite de notre enquéte sur le fonctionnement des interactions nous conduit a nous
demander si, et comment, les mécanismes de coordination des fonctions cérébrales, mis en
¢vidence par les neurosciences, peuvent éclairer cette question de la coordination des actions
sous ses multiples aspects. Pour ce faire, nous partirons d’une analyse des difficultés
rencontrées ici par la théorie des jeux sur la base d’exemples schématiques tres simples. On
montrera ensuite les différentes voies explorées pour proposer des solutions aux problemes
ainsi posés par la coordination. On dégagera, enfin, de quelle manicre et a quelles conditions
les progrés dans notre connaissance des processus cerebraux enrichissent aujourd’hui les
mode¢les, au moyen desquels nous appréhendons cette question.

CHOIX STRATEGIQUES ET POINTS FOCAUX

Commencons par les jeux a deux joueurs. La specificite de cette problématique de la
coordination a ¢€té, pour la premicre fois, mise en €vidence et discutée par Schelling a partir
de petits jeux 2 x 2, qualifiés, pour cette raison, de « jeux de pure coordination » (Schelling,
1960). Voici 'une de ses versions les plus simples, que nous baptiserons « jeu du rendez-
vous ».

Deux joueurs ont rendez-vous en un lieu déterminé sans avoir précisé le point de
rencontre. Deux points de rencontre sont €galement possibles, A, la cafétéria, et B, 1’office
d’information. L’'unique probléme posé aux deux joueurs par cette situation est de porter,



ensemble, leur choix sur A, ou sur B ; faute de quoi ils ne se rencontreront pas. Sa solution
n’est pas fournie par la théorie des jeux, ou plus exactement, ce jeu possede deux solutions,
puisque AA et BB sont deux issues parfaitement équivalentes, qui conduisent I'une et ’autre
au résultat recherché par les joueurs. Traduites dans le langage technique de la théorie des
jeux, elles désignent deux €quilibres de Nash identiques.

J2

(0,0)

il

(0,0)

Jeu du rendez-vous

Leur accessibilité par les deux joueurs dépend donc exclusivement de leur choix commun
de I'un des deux points. Ils ne réussiront a se rencontrer que s’ils choisissent, tous les deux,
le méme point de rencontre. Mais les informations dont chacun dispose sur le jeu et les
hypothéses classiques de rationalité qui sont associées a leurs comportements ne sont pas
suffisantes pour y parvenir. Les hypothéses renforcées visant une connaissance commune des
régles du jeu et de leur rationalité ne sont ici d’aucun secours. Considéré sous cet angle, le
probléme posé par la coordination des actions individuelles se révéle effectivement insoluble
avec les outils logiques développés par la théorie des jeux. Pourtant, les expériences menées
sur ce type de jeu montrent que, dans une large majorité des cas, les joueurs parviennent a se
coordonner sur I'un des points. C’est donc sous la forme d’un constat critique, qui met en
lumiere une limite importante de la théorie des jeux, que Schelling introduit, dés les années
1960, sa réflexion sur la coordination.

Que faudrait-il aux joueurs pour qu’ils puissent se retrouver ? Que chacun soit capable
d’imaginer le point de rencontre qu’ils choisiront tous les deux. Le probléme ainsi posé aux



joueurs est donc celui d’une coordination mentale de leurs anticipations. C’est la raison pour
laquelle Schelling considére cette convergence des anticipations des deux joueurs comme le
résultat d’un phénomeéne d’ordre psychique, non réductible a la rationalité abstraite du jeu et
de ses regles. Pour mieux le cerner, il convoque du reste des idées antérieurement
développées par le psychologue gestaltiste Koffka. Koffka note, par exemple, qu’au cours
d’un match de football, la position du gardien de but constitue une sorte d’attracteur pour les
buteurs de I’équipe adverse, a partir duquel s’enclenchent leurs tirs au but, bien qu’ils sachent
en méme temps, pertinemment, que le gardien de but protége sa cage'. En partant de ce type
d’observations, Schelling suggére une voie possible pour résoudre ce probleme de
coordination, tel qu’il se pose aux joueurs du jeu du rendez-vous. Elle consiste a introduire ce
qu’il nomme des « points focaux », qui seraient conjointement percus par les deux joueurs et
leur fourniraient des attracteurs, capables de les guider dans le choix de leurs actions. Si, dans
notre jeu du rendez-vous, le point de rencontre A posseéde, par exemple, une affiche peinte en
rouge vif attirant 1’attention, cela peut servir de signal aux deux joueurs pour coordonner
leurs anticipations sur A, plutot que sur B.

Cette notion de point focal reste cependant chez Schelling assez vague et, surtout,
¢éminemment contextuelle. On peut la définir comme un trait qui s’impose (salience) dans
I’organisation mentale des informations sur la situation et se distingue suffisamment de
I’ensemble, pour pouvoir attirer, en méme temps, I’attention des deux joueurs. Nous
retrouvons ici la notion de « saillance », utilisée au chapitre précédent comme un marqueur
cognitif. Pour Schelling la recherche de points focaux est une affaire purement empirique a
examiner cas par cas. D’autres théoriciens des jeux, ainsi que des philosophes, ne se sont pas
satisfaits de cette interprétation empirique. Ils lui ont recherché une acception plus théorique,
afin de comprendre comment ces points focaux émergent dans D’esprit des joueurs et
s’imposent a leur jugement. Ce faisant, ils ont ¢t¢ conduits a transformer le cadre analytique
de la théorie des jeux.

Différentes formules ont été proposées pour y parvenir (Sugden, 1995 ; Bacharach, 1993).
Si toutes s’inspirent de cette démarche, la majorité d’entre elles recherchent la solution dans
une extension de I'une ou I’autre des procédures déja imaginées par la théorie des jeux, ou
seulement imaginables pour rendre compte des choix stratégiques des joueurs. Pour certains,
la procédure retenue consiste a remonter la hiérarchie des croyances (je crois que ce point
sera saillant ; je crois que I’autre joueur croit que ce point sera saillant ; je crois que 'autre
joueur croit que je crois, etc.) (Stahl et Wilson, 1995 ; Camerer, Ho et Chong, 2004). Pour
d’autres, la procédure privilégiée consiste a adopter le point de vue qui serait celui d’un agent
collectif, représentatif du groupe, le « nous », a la recherche d’un optimum collectif
(Bacharach, 1999). Parmi eux, enfin, on trouve ceux qui considérent que cet agent collectif se
caractérise par ses intentions collectives, et ceux pour qui sa singularité réside dans un mode



de raisonnement différent, mais cependant compatible, avec I’'individualisme logique de la
théorie des jeux (Gold et Sugden, 2007).

Ces propositions ont en commun d’accepter, sans vraiment la discuter, ’hypothése selon
laquelle la question de la coordination peut étre appréhendée, par les joueurs, comme un
choix rationnel dont il conviendrait seulement, pour y répondre, d’en modifier la formulation
et/ou le mode opératoire. Avant de nous prononcer sur la validit¢ de cette hypothese, il
importe de remonter en amont, au niveau de la représentation par les joueurs et de leur
perception de la situation. Pour y parvenir, nous nous proposons d’appliquer au jeu du

rendez-vous une procédure imaginée et développée par Bacharach dans différents travaux
(1993, 1997, 2006).

Sa premicre étape consiste a substituer a la description objective et statique du jeu qui
reste la méme tout au long de son déroulement (cf. Matrice 1), une description subjective et
dynamique propre a chaque joueur, en fonction de sa situation, variant durant son
déroulement. C’est la raison pour laquelle, Bacharach baptise « jeux a univers variable » cette
nouvelle formulation (Bacharach, 1993). Une telle description des états du jeu dépend
étroitement de I’action que les joueurs doivent entreprendre, et, par conséquent, de leurs
intentions, ce que certains auteurs appellent des « descriptions-actions ». Dans I’exemple du
jeu du rendez-vous, I’intention de chaque joueur est de rencontrer 1’autre joueur en un point
précis. Il convient donc d’ajouter aux états résultant des choix de I'une ou l'autre des deux
stratégies possibles (se rendre en A, se rendre en B), les caractéristiques singulieres de A et de
B. S’agissant de représentations mentales, cela implique que les informations détenues par les
joueurs sur ces points de rencontre s’organisent de maniére significative au regard de
I’objectif poursuivi. Les caractéristiques matérielles de chacun des points de rencontre A et de
B (taille, forme, couleur...) deviennentalors des é¢éléments de la description du jeu,
susceptibles d’infléchir son déroulement dans la direction de ’objectif visé.

En retranscrivant le modele de référence du jeu de pure coordination en modeles de jeux
mentaux prétés aux deux joueurs, on retrouve une idée chere aux psychologues cognitivistes,
selon laquelle la maniere dont les individus se représentent un choix dépend de son cadrage
(framing). Ce cadrage résulte lui-méme d’opérations mentales, au cours desquelles les
informations pertinentes sont identifiées, s€lectionnées et organisées. Dans leurs premiers
travaux, Kahneman et Tversky avaient pris soin de distinguer, sous le terme d’editing,
I’opération au cours de laquelle les informations sont sélectionnées et hiérarchisées, en la
différenciant du framing lui-méme (Kahneman et Tversky, 1979). Pour ce qui concerne la
coordination, c’est au cours de cette opération d’editing que les points de saillance qui
servent de support a la coordination peuvent s’imposer en méme temps a I’esprit des deux
joueurs. Lanalyse des liens entre perception vis€e et attention, ¢tudiés par Husserl dans la
perspective d’'une phénomeénologie de Dattention fournit sur cette question un é&clairage



intéressant que prolongent aujourd’hui plusieurs recherches de neurosciences’.

Une fois le modéle initial de jeu réécrit en termes de « descriptions-actions », les
théoriciens des jeux traitent la sélection des points focaux retenus par les joueurs comme un
choix « justifié », qui ne serait guere différent, pour cette raison, d’un choix stratégique. Dans
notre exemple du jeu du rendez-vous, chacun des joueurs choisira de se diriger vers le point
A, en pensant que le rouge vif de sa peinture attire également I’attention de 1’autre joueur. Ce
résultat se trouve obtenu en élargissant, comme on 1’a dit, I’ensemble des données retenues
par les joueurs au moment de leur choix stratégique. Au lieu de considérer seulement les
paiements associés aux deux stratégies pures a leur disposition, comme dans la théorie des
jeux classiques, ils prennent également en compte dans leur calcul, la forme, la taille et la
couleur des deux points de rencontre, au terme d’une opération d’editing. Les paiements
n’étant pas ici discriminants, ils formulent le probléme auquel ils se trouvent confrontés en
ces termes : qu’y a-t-il de saillant dans ces données ? Aprés examen, ce n’est ni la taille ni la
forme des deux points de rencontre, mais leur couleur, puisque le rouge vif de I'un d’entre
eux attire I’attention. Chaque joueur en déduit que I’autre choisira pour cette méme raison,
comme lui-méme, la stratégie A. Ce choix commun leur permettra ainsi de se retrouver au
point de rencontre de couleur rouge vif. L’opération mentale qui s’avere déterminante pour y
parvenir n’est pas ici le choix de la stratégie, mais la recherche et la sélection préalable
d’indices coordinateurs. Une fois un tel indice identifié, le choix stratégique n’est rien d’autre
qu’une forme de validation automatique. Mais rien ne permet, a ce stade de I’analyse,
d’assimiler ’opération de recherche et de sélection d’un indice coordinateur a un véritable
choix stratégique.

Bacharach, cependant, ne voit pas les choses ainsi. Le processus qu’il imagine consiste a
combiner deux modes de raisonnements distincts, mais complémentaires, pour aboutir a un
choix rationnel, en inversant seulement leur priorit¢ par rapport a [Dinterprétation
traditionnelle. Un optimum au sens €conomique posseéde aussi la propriété de pouvoir
représenter un point focal, a partir duquel les joueurs peuvent coordonner leurs actions.
Identifier et choisir cet optimum permettraient ainsi de garantir cette coordination. Il ne
resterait plus alors qu’a interpréter un tel choix en termes de rationalité, d’ou I’introduction de
I’équipe (team) comme sujet véritable de ce choix (Bacharach, 2006). Ce schéma habile ne
permet pas, cependant, d’expliquer comment nos deux joueurs du jeu du rendez-vous se
coordonneront sur AA, puisque dans ce jeu, AA et BB, sont, non seulement, deux équilibres,
mais correspondent également chacun a un optimum. De manicre plus générale, la solution
proposée par Bacharach pour résoudre le probléme pos€ aux joueurs de la théorie des jeux
par la coordination de leurs choix, n’est pas applicable a des jeux de pure coordination
comme celui du rendez-vous.
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Il est intéressant de noter, a ce sujet, que Bacharach, pour exposer sa solution, prend
appui sur un exemple différent de jeu de coordination, qu’il appelle haut/bas (Hi, Lo) el
utilise comme une sorte de paradigme de la coordination. En voici une illustration. Deux
joueurs placés devant un carré ont a choisir entre deux options, le haut, noté A et le bas, noté
B. Si tous les deux choisissent le haut, ¢’est-a-dire A, ils re¢oivent chacun une somme de
100 euros. Si tous les deux choisissent le bas, c’est-a-dire B, ils recoivent chacun 20 euros.
Mais si 'un choisit A et 'autre B, ils ne gagnent rien, ni 'un ni l'autre. Traduit dans la
terminologie de la théorie des jeux, AA et BB sont deux équilibres, au sens de Nash, mais
seul AA est un optimum social et représente pour cette raison, selon Bacharach, le point focal
qui permet aux joueurs de coordonner le choix de leur stratégie.

Le probléme de coordination posé par ce jeu haut/bas n’est pas cependant le méme que
celui posé aux joueurs du jeu du rendez-vous. Dans le jeu haut/bas, les deux joueurs n’ont,
en effet, aucune peine a choisir chacun A et a se coordonner sur AA. Dans le jeu du rendez-
vous, la question de la coordination se présente aux joueurs de maniére tout a fait
indépendante d’une rationalité¢ dérivée de I'optimalité de leurs choix. On constate que, tandis
que la solution de la coordination dans le jeu haut/bas peut étre trouvée en transformant
seulement la représentation du jeu et les modalités de raisonnement des joueurs (équipe
versus individus), celle de la coordination du jeu du rendez-vous exige de rechercher et de
traiter des informations qui sont extérieures au jeu lui-méme. Dans notre exemple, il suffit
méme que chaque joueur choisisse sa stratégie dominante. Il en résulte que la notion de point



focal n’a, ni exactement la méme acception, ni surtout la méme portée dans les deux cas.

Contrairement, par conséquent, a ce que pensent une majorité de théoriciens des jeux et
d’économistes, il n’y a pas une coordination mais des coordinations qui posent des
problémes distincts aux joueurs qui y sont confrontés, selon les différentes situations ou elles
se présentent. On a vu, dans les deux exemples qui ont été rapportés, que I’hypothése selon
laquelle les problémes posés par la coordination pouvaient toujours €tre ramenés a une
opération de choix rationnel ne se trouve pas validée. L’idée selon laquelle la coordination, a
travers ses diverses manifestations, correspondrait & une seule et méme catégorie d’opération
renvoyant aux mémes processus mentaux chez les sujets est, comme nous le verrons, a
I’origine de différentes méprises et, tout au moins, d’erreurs d’interprétation.

C

Pour éviter ces pieges, une premiere €étape consiste a préciser la nature des différences
entre ces divers problémes de coordination. Revenons sur la formulation générale de la
problématique de la coordination en théorie des jeux. Elle se manifeste, comme on I’a
indiqué, lorsque I’interaction de joueurs rationnels conduit logiquement a plusieurs points
d’équilibre entre lesquels la théorie ne permet pas d’arbitrer. Posée en ces termes la
coordination relie en une méme et seule question, la sélection de I’équilibre qui sera (ou
devrait étre) retenue, et les voies et moyens suivis par les joueurs pour y parvenir. Afin de
montrer comment la relation entre ces deux composantes de la coordination est susceptible de
varier, nous ajouterons aux deux exemples précédents, celui d’un troisieme, déja introduit au
chapitre 2, celui de la chasse au cerf.

Les joueurs de ce jeu sont, cette fois, plus nombreux, puisqu’il s’agit de chasseurs.
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Jeu de la chasse au cerf

C’est la raison pour laquelle cet exemple sert également de support a 1’étude de la
coordination dans le cas de jeux ou nos deux joueurs emblématiques sont étendus a des
populations de joueurs. On identifie alors deux catégories de joueurs par la stratégie qu’ils
ont retenue, d’ou la transformation du jeu en un jeu a deux joueurs. D’autres formulations,
plus complexes, de nature dynamique, ont également été proposées, elles seront évoquées
dans la derniere partie de ’ouvrage. Compte tenu des conditions supposées dans lesquelles
operent les chasseurs, ils peuvent, soit chercher a attraper ensemble un cerf, ce qui
correspond a la stratégie A ; soit capturer, chacun de leur c6té, un lievre, en adoptant la
stratégie B. S’ils choisissent tous A, ils bénéficieront chacun d’un butin plus important,
puisqu’un morceau de cerf a plus de valeur qu’un lievre. Si chacun, au contraire, porte son
choix sur B, tous s’assurent d’une prise minimale, certes plus modeste, mais indépendante
des choix effectués par les autres chasseurs. Si, enfin, les uns choisissent A, tandis que
d’autres optent pour B, ces derniers auront encore gagné un liévre, contrairement aux autres
qui reviendront bredouilles. Traduit dans le langage de la théorie des jeux, la situation décrite
se trouve résumée par la matrice suivante :

Ici encore, AA et BB, comme dans les exemples précédents du jeu du rendez-vous et du
jeu haut/bas sont deux équilibres ayant les mémes propriétés formelles. La sélection de I'un
d’entre eux y dépend, également, de la maniere dont les joueurs choisiront de se coordonner,
qui échappe, pour les mémes raisons, aux outils analytiques classiques de la théorie des jeux.



La question de la coordination se pose cependant de maniere encore différente pour les
chasseurs de la chasse au cerf et pour les joueurs des deux autres jeux précédemment
analysés. En choisissant leur stratégie A, les chasseurs optent pour une coopération, ce qui
n’est le cas, ni des joueurs du jeu du rendez-vous ni de ceux du jeu haut/bas. Or coopérer ne
signifie pas seulement se coordonner. Le choix de coopérer est intentionnel. I1 manifeste, de
la part de chaque joueur, son intention de coopérer avec les autres dans une action commune.
Il repose, de ce fait, sur une confiance mutuelle qui contrebalance le risque de défection. On
comprend mal comment les joueurs des deux jeux précédents pourraient rationnellement
préférer ne pas se coordonner, plutdt que de se coordonner. La situation n’est pas la méme
dans la chasse au cerf, ou, faute de confiance et par aversion au risque, les joueurs peuvent
préférer ne pas coopérer en toute rationalit€ ; d’ou la référence, chez certains auteurs, a des
métacriteres qui ont été présentés au chapitre 2 (Harsanyi et Selten, 1988). D’autres auteurs
voient plutdot une forme d’irrationalité dans le choix de ne pas coopérer. Selon eux, en effet,
la rationalité étant supposée connaissance commune entre les joueurs, une telle défiance
serait, de ce fait, assimilable a un défaut de rationalit¢ (Aumann, 1990). Nous avons montré
au chapitre 2 le caractére inefficace de cette hypotheése de connaissance commune pour
comprendre comment les joueurs interagissent.

La comparaison de ces trois jeux met en lumiere les différentes acceptions que prend la
coordination dans les trois situations. Elle permet ainsi de préciser les opérations mentales
requises de la part des joueurs dans chacun des cas. Se coordonner, c¢’est identifier un point
d’accroche mental commun dans le jeu du rendez-vous, c’est choisir I’articulation des
stratégies garantissant les meilleurs résultats pour tous dans le jeu haut/bas, c’est organiser
une coopération commune, dans le jeu de la chasse au cerf. Il existe certes des relations entre
ces différentes opérations. Sans une focalisation commune des esprits, il n’est pas de
coordination possible. Un chasseur sceptique qui la refuserait exclurait, par exemple, toute
coordination coopérative pour attraper le cerf. C’est la raison pour laquelle, la référence
mentale a des points focaux supposés communs se présente comme une exigence
incontournable pour le travail cérébral de tout individu en quéte de coordination. Plusieurs
modes d’acces sont également possibles dans la recherche de ces points focaux. Ils dépendent
de la situation particulicre dans laquelle se présente aux individus leur quéte d’une
coordination. Cette coordination peut, enfin, étre poursuivie par les individus dans des buts
différents : lever une incertitude, comme dans le jeu du rendez-vous, €éliminer une possibilité
fallacieuse, comme dans le jeu haut/bas, coopérer dans une action commune, comme dans le
jeu de la chasse au cerf.

L’analyse comparative de ces trois exemples de coordination initialement tirés de la
théorie des jeux n’est, certes, pas suffisante pour dégager une typologie compléte des
différentes formes de coordination. La mise en évidence de leur diversité rend, en tout cas,



hypothétique, pour ne pas dire simplement utopique, la recherche de leur regroupement
autour d’un principe unificateur. Des tentatives ont du reste été effectuées pour tester
expérimentalement la validité de deux processus de raisonnement distincts, si ce n’est rivaux,
le plus souvent avancés pour expliquer la coordination : une itération par niveaux cognitifs
(je crois, je crois qu’il croit, je crois qu’il croit que je crois, etc.) ; un raisonnement d’équipe
(en tant que membre du groupe formé par ’ensemble des joueurs je m’identifie au « nous »).
Elles ont jusqu’a présent invalidé I’hypothése que 1'une ou l'autre de ces modalités de
raisonnement pouvait, toute seule, fournir ce principe unificateur (Bardsley ez al., 2008).

Si la théorie des jeux offre un cadre d’analyse a la fois simple et logique pour
appréhender la coordination stratégique de plusieurs individus doués de raison, la
simplification qu’elle introduit est ¢galement a 1’origine de confusions géneratrices d’erreurs
méthodologiques. Une premiere confusion apparait entre le choix d’une action et son but.
Dans le cas de la pure coordination, comme le jeu du rendez-vous, le but visé est de faire
émerger une regle. Dans le jeu haut/bas, cette régle se confond avec la simple maximisation
d’un gain, d’ou une ambiguité. Dans le jeu de la chasse au cerf, les deux objectifs se trouvent
distincts, mais étroitement dépendants, ce qui engendre une plus grande complexité. Une
seconde confusion concerne, cette fois, I'intentionnalité¢ qui guide les individus et leur mode
de raisonnement (Gold et Sugden, 2007). Il est clair que, quel que soit le mode d¢
raisonnement utilis¢ par les joueurs du jeu du rendez-vous, leur intention est seulement de
pouvoir se coordonner. Telle n’est pas la situation des joueurs du jeu haut/bas, pour lesquels
la solution logique de cette coordination passe par un raisonnement d’équipe, indépendant,
cependant, de toute intention collective. Dans le jeu de la chasse au cerf, au contraire, c’est
I’intention de coopérer qui conduira les joueurs a adopter le raisonnement d’équipe. Nous
verrons, par la suite, que ces confusions continuent de fausser les hypotheses et de brouiller
souvent Dlinterprétation des travaux de psychologie expérimentale et, plus récemment,
d’imagerie cérébrale, en entrainant des comparaisons fallacieuses entre les différentes
situations de coordination.

S’il faut néanmoins trouver une unité dans la diversité des types de coordination auxquels
sont confrontés les individus, ce n’est, comme on I’a montré, ni au niveau des intentions, ni
au niveau des modes de raisonnement, ni méme au niveau des formes de représentation de la
situation. Il semble, en revanche, que la coordination résulte, chaque fois, d’une série
différente d’opérations, qui ont toutes pour origine une recherche préliminaire d’ancrages
mentaux communs. Nous nous proposons de qualifier de niveau 0 de la coordination cette
étape, puisque, c’est a partir d’elle que pourront s’enclencher des mécanismes cérébraux, plus
complexes, destinés a coordonner les actions, en fonction des singularités du probléme posé
par chaque situation. C’est a ce stade qu’il convient d’introduire les points focaux de
Schelling, dans un arriere-fond mental, qui conditionne, en définitive, le succes de tout



phénoméne de coordination. Dans certaines situations, comme dans le jeu haut/bas,
I’identification de ces points focaux est presque automatique ; dans d’autres, elle requiert, au
contraire, un travail mental conséquent encore mal connu. Les jeux de pure coordination,
comme celui du rendez-vous, appartiennent a cette seconde catégorie. C’est la raison pour
laquelle nous avons privilégié son étude, a titre d’introduction aux multiples formes que revét
le phénomeéne de coordination.

P

La recherche et la sélection de points focaux constituent, comme nous venons de
I’expliquer, la premiere étape du travail mental des joueurs lorsqu’ils se trouvent dans une
situation de pure coordination. On peut, en premiére approximation, considérer ces points
focaux comme des moyens heuristiques destinés a aider chacun des joueurs a dégager (ou a
découvrir) une regle implicite dont la mise en ceuvre permettra leur coordination. Rappelons
qu’en théorie des jeux, les régles sont supposées données et parfaitement connues des
joueurs, a la manicre des regles des jeux de société. Choisir une stratégie représente, pour
cette raison, 1’'unique probléme posé aux joueurs, qui se trouve traité par la théorie des jeux.
La question qui leur est posée ici est cependant de nature différente et se présente en quelque
sorte en amont de ce qu’étudie la théorie des jeux. Il faut pour les joueurs imaginer un moyen
de trouver une regle de coordination, a partir de connaissances qu’ils croient pouvoir
partager.

Des travaux récents de neurosciences permettent de jeter quelques lumicres sur les
modalités de DPactivité céreébrale des sujets en quéte de points focaux, dont une commune
référence assurerait leur coordination. Une ¢équipe de chercheurs a observe
expérimentalement les performances, et examiné, par imagerie, le fonctionnement cérébral
d’un groupe de sujets pendant qu’ils jouaient a deux versions différentes d’un jeu de pure
coordination, cela pour éviter un éventuel biais de présentation. Dans le premier jeu, chaque
joueur devait choisir un nombre entre 1 et 3 ; dans le second jeu, une boite définie par une
matrice a 3 dimensions. Chaque fois, ’objectif fix¢ était de choisir le méme nombre dans le
premier cas, la méme boite dans le second cas, que I'autre joueur. Ces deux jeux ont été
transformés en jeux de coordination d’un type différent, en y adjoignant des regles
supplémentaires permettant aux joueurs de résoudre le probléme de leur coordination en
suivant une procédure d’¢liminations successives des stratégies dominées, au demeurant bien
connue en théorie des jeux (Kuo et al., 2009). Ce dispositif a ainsi permis de comparer les
modalités du travail cérébral des sujets lorsque la coordination leur pose un probléme soluble
par une regle logique simple, et lorsqu’une telle régle logique n’existe pas.

Un premier résultat retient ’attention. Une large majorité des sujets a réussi, dans les deux
types de jeux, a se coordonner sur une solution d’équilibre, c’est-a-dire a résoudre le



probléme différent qui leur était chaque fois posé ; soit dans une proportion de prés de 80 %
dans les jeux de coordination solubles par la théorie et prés de 70 % dans les jeux de pure
coordination. Des performances qui tranchent avec les résultats obtenus, lorsque ces jeux
sont joués dans les mémes conditions, sans regles déterminées. Tout porte donc a penser que
la coordination émane, dans les deux cas, d’une opération mentale délibérée de la part des
sujets. Plus surprenant peut-étre, la proportion des joueurs ayant réussi a se coordonner dans
les jeux de pure coordination est a peine inférieure a celle de ceux qui se sont coordonnés sur
I’équilibre dans les autres jeux. On peut raisonnablement en induire que la pure coordination
est le fruit d’un travail de ’esprit, tout comme ’est la coordination résultant de I’application
d’une régle, en dépit du fait que, dans le premier cas, le travail effectué par le cerveau ne
coincide pas avec un traitement formel simple. Le fait avéré que les joueurs mettaient moins
de temps et ressentaient moins d’effort pour se coordonner dans la version « pure
coordination » de ces jeux que dans leur version « coordination logique » suggere que le
travail mental qu’il exige reléve plutot de la catégorie des heuristiques « rapides et frugales »
que Gigerenzer associe a I’intuition (Gigerenzer, 2000 ; Gigerenzer et Gaissmaier, 2011). Mais
cette qualification reste insuffisante pour caractériser le mécanisme mental qui guide cette
forme de coordination.

Pour avancer dans cette direction, cette recherche a recueilli par la technique de I’'imagerie
fonctionnelle (IRMf) des informations sur le fonctionnement du cerveau des joueurs dans les
situations différentes de chaque type de jeu. Comme on pouvait s’y attendre, 'IRMf révele
que ce sont des régions cérébrales traditionnellement dévolues au calcul, au raisonnement
abstrait et a la mémoire immeédiate, comme certaines parties du cortex frontal, et notamment
le milieu du gyrus, ainsi que la région pariétale, qui sont prioritairement activées au cours du
jeu, dont la solution dépend d’un traitement logico-mathématique. Ce sont, en revanche,
d’autres aires cérébrales qui se trouvent principalement mobilisées dans les jeux de pure
coordination. On observe, en particulier, une activation du cortex cingulaire antérieur (ACO),
et d’une partie de I’insula. On sait que I’ACCréagit chaque fois que nous sommes confrontés
a une situation conflictuelle génératrice d’incertitude cognitive (dilemme, impasse,
devinette...) qui requiert attention et recherche d’informations. Quant a I’insula, elle se
trouve notamment impliquée lors de variations, subies ou attendues, d’états physiologiques
internes a l’origine, en particulier, d’impressions désagréables. Elle se manifeste aussi sous
forme d’émotions empathiques a ’endroit de comportements observés ou imagines chez les
autres.

Les résultats d’une autre étude, interprétés pourtant par leurs auteurs comme
contradictoires par rapport a ceux de ce premier travail, nous semblent, au contraire, les
confirmer, a contrario. Elle émane d’une équipe de chercheurs qui a récemment congu et
réalisé une version expérimentale stylisée et séquentielle du jeu de la chasse au cerf, entre un



individu et un ordinateur intelligent (Yoshida et al., 2010). L’IRMf des sujets soumis a cette
expérience a révélé que pour se coordonner sur la solution coopérative, les sujets activaient
prioritairement des régions cérébrales préfrontales, comme le cortex paracingulaire et
dorsomédian, des zones du cerveau qui sont précisément mobilisées dans le calcul stratégique
a plusieurs niveaux. Ces chercheurs ont observé, en outre, que la partie ventrale du striatum
de ces sujets se trouvait fortement activée au cours de cette expérience, une région cérébrale
associée a I’anticipation des gains risqués. Ces chercheurs en ont déduit, un peu rapidement,
que, d’une maniere générale, le travail mental requis pour la coordination mobilisait
davantage, chez les individus, des systémes neuronaux prioritairement affectés aux opérations
de calcul que des systémes qui seraient principalement sollicités par des réactions émotives.

Ce jugement nous semble cependant reposer sur une interprétation erronée de la
comparaison entre les deux groupes d’expériences. Un premier biais se trouve introduit par
les caractéristiques différentes de ces experiences. Alors que la série des jeux de pure
coordination de la premicre €quipe sont des jeux joués en un coup, les autres sont des jeux
séquentiels, au cours desquels les joueurs se trouvent amenés a traiter, par induction, les
informations qui leur sont progressivement transmises. En outre, les jeux de coordination de
la premicre €équipe sont joués entre des joueurs humains, tandis que le jeu de la chasse au cerf
de la seconde €quipe est joué entre des individus et un ordinateur, ce dont les joueurs sont
informés. Cette différence peut ¢galement étre a ’origine de biais. Mais I’¢lément le plus
important concerne la nature de I’opération de coordination mise en évidence dans les deux
catégories d’experiences. Comme nous ’avons déja dit, dans un jeu de pure coordination, le
probléeme posé aux joueurs est de discerner une regle implicite leur permettant de coordonner
leurs actions, tandis que dans un jeu de coordination coopérative, comme celui de la chasse
au cerf jouée de manicre séquentielle, il leur faut anticiper correctement la stratégie de
I’opposant, afin de choisir la meilleure réponse stratégique. Ainsi réinterprété, ce jeu de la
chasse au cerf a plus d’affinités avec les jeux d’itérations hi€rarchiques construits par la
premiere équipe de chercheurs. Le fait que ses joueurs activent dans les deux cas des zones
cérébrales localisées dans les cortex frontaux et préfrontaux confirme seulement, au niveau
neuronal, la différence entre les opérations mentales requises pour choisir des réponses
stratégiques coordonnées (jeux de la chasse au cerf, €limination itérative des stratégies
dominées) et celles qui conduisent a I’identification de points focaux partagés (jeux de pure
coordination).

Pour mieux cerner le fonctionnement cérébral au cours de cette seconde opération il
convient d’examiner plus en détail la modalité des relations entre les deux régions du cerveau
qui se sont révélées activées durant la recherche de points focaux partagés, de I’ACC et de
I’insula. Différents travaux de neurophysiologie ont mis en évidence plusieurs connexions
fonctionnelles entre ces deux régions cérébrales. De manicre générale, ces connexions visent



a relier la détection de saillances au choix de réactions appropri€es. Dans le prolongement de
cette hypothése, certains chercheurs ont récemment dégagé deux systémes distincts, en
détaillant les localisations des différentes régions cérébrales ainsi connectées : un systéme
large, reliant la totalit¢ de I’'insula a une partie médiane du cortex cingulaire, et un systéme
plus restreint, reliant la partie antérieure de I’insula a une partie de ’ACC. Le petit systéme
capterait les saillances ressenties au niveau des émotions subjectives internes, tandis que le
grand systéme concernerait plus généralement les saillances pergues au niveau de
I’environnement externe, en vue d’une réaction (Taylor et al., 2008). S’il se confirme que ces
deux systémes participent a la recherche de points focaux en vue d’une pure coordination, il
serait intéressant d’analyser comment ils s’articulent, puisque cette opération combine
I’identification de saillances extérieures avec les réactions sensibles qu’elles suscitent. Or, par
un mécanisme d’empathie, Dl'intensit¢ des émotions subjectivement ressenties pourrait
contribuer a renforcer, chez les sujets, leur croyance qu’elles pourraient étre partagées,
fournissant, de ce fait, un indice pour leur sélection en vue d’une coordination.

De tels ¢léments restent fragmentaires et partiels et font encore 1’objet de controverses
entre les chercheurs. Il serait donc naif et prématuré de tirer de ces premicres indications un
modele neuronal complet permettant d’expliquer le fonctionnement de la pure coordination.
Elles conduisent toutefois a formuler quelques hypotheéses qui ouvrent des pistes de
recherches intéressantes. Ce serait ainsi au niveau des relations entre la perception des
saillances de I’environnement et le ressenti subjectif, que ’on pourrait repérer le point de
départ du processus mental qui aboutit a la coordination. Sur cet arriere-fond sensible
s’¢laborerait alors la trame d’un raisonnement, qui, selon des formes diverses, intervient
toujours dans la coordination. Des recherches ont, en effet, montré que des malades souffrant
d’'une maladie dégénérative du cortex prefrontal éprouvaient de grandes difficultés a
coordonner leurs réponses dans une épreuve de pure coordination sémantique (choisir les
mémes prénoms...) (MacMillan ef al., 2011). II est vrai que cette affection atteint ¢galement
le cortex cingulaire antérieur (ACC), dont on a signalé le role majeur dans I’identification des
points focaux. Une raison supplémentaire pour approfondir les recherches sur les relations
fonctionnelles entre les différentes catégories de réseaux neuronaux qui sont activés au cours
des différents types de coordination.

D

Considérons maintenant les situations de coordination, ou chaque sujet individuel doit
coordonner son (ses) action(s), non plus avec celles d’un autre sujet individuel, mais avec
celles d’une multitude d’autres sujets qui forment une population d’individus. En changeant
ainsi de dimension, I’explication de la coordination n’est plus ici réductible au seul niveau
interindividuel. 11 faut introduire dans I’analyse de nouveaux parametres relatifs, notamment,



a la taille de la population concernée (masse, petits groupes), a sa structuration (organisation
en réseaux ouverts ou fermés, types de connexions) et aux modalités de cette structuration
(choix des appartenances, formation au hasard). Du point de vue de la théorie des jeux, le
probléme posé aux théoriciens par la coordination reste néanmoins le méme. Les joueurs se
trouvent confrontés a des situations dans lesquelles il existe plusieurs équilibres, dont la
solution, c’est-a-dire I’identification de 1’équilibre qui s’imposera, n’est pas fournie par les
outils d’analyse traditionnels de la théorie.

Les modeles congus par les théoriciens des jeux pour le traiter sont toutefois un peu
différents. La coordination ne peut plus €tre saisie maintenant dans le cadre schématique de
petits modeles a deux joueurs, a un coup, comme nous I’avons montré au début de ce
chapitre. Elle est supposee, cette fois, se dégager au cours d’une période de temps, plus ou
moins longue. Les informations initiales dont disposent (ou ne disposent pas) les joueurs se
trouvent maintenant complétées par des informations endogenes que les joueurs induisent du
déroulement du jeu ; d’ou la prise en compte d’effets d’apprentissage et de séquences d’essais
et d’erreurs. Il est difficile dans ce contexte de retrouver les questions de pure coordination
telles qu’elles ont ¢ét¢ mises en évidence dans le jeu du rendez-vous. La coordination se
trouve traitée ici comme un processus dynamique de réactions aux informations, dont il
importe de distinguer I’'impact en fonction de leurs différents types (informations publiques,
informations privees, endogenes, exogenes...). Ces informations, enfin, ne peuvent étre
rapportées par chaque joueur a un individu déterminé¢, méme, parfois, a un groupe
d’individus qui seraient, chaque fois, clairement identifiés ; d’ou la prise en compte d’une
dimension statistique. Nous retrouvons ainsi les effets d’action de masse déja anticipés par
Nash dans sa thése de doctorat (Nash, 1950) et évoquée au chapitre 2. La notion d’équilibre
de coordination, enfin, n’a ni la méme portée ni les mémes propriétés et, par conséquent, la
méme définition, lorsqu’elle se trouve appréhendée dans ce nouveau contexte. Dans un
univers dynamique, I’équilibre sur lequel se coordonnent les actions des joueurs doit pouvoir
étre stratégiquement stable, afin d’éviter des mutations vers d’autres ¢tats du systeme,
genératrices d’instabilités. Cela explique les liens étroits de ces modeles avec ’approche
¢volutionniste, qui a inspiré de nouveaux concepts d’équilibre, dérivés de la biologie et de la
genétique, a partir de stratégies appréhendées comme €volutionnairement stables (ESS)
(Maynard Smith, 1981 ; Weibull, 1985).

Ce nouveau cadre a étendu la problématique initiale des jeux de coordination. Les échecs
qui menacent la coordination prennent la forme de deux phénomenes distincts, parfois
regroupés sous un méme terme dans les travaux qui leur sont consacrés. D’une part, les
joueurs risquent de ne parvenir a se coordonner sur aucun équilibre, d’ou une instabilité
permanente. D’autre part, ils peuvent se coordonner sur un équilibre, mais cet équilibre est
sous-optimal. Ainsi, par exemple, pour reprendre les termes utilisés au début de ce chapitre



dans I’analyse du jeu de la chasse au cerf, les joueurs choisiront, sur la base d’arguments
évolutionnistes tirés de I’apprentissage, de se coordonner sur I’équilibre Risk dominant, alors
que c’est I’équilibre Payoffs dominant qui est optimal (L. Samuelson, 1997). C’est du reste
cette seconde acception que la théorie des jeux retient le plus souvent dans ses analyses des
échecs de la coordination, lorsqu’ils sont analysés dans une perspective dynamique. Enfin,
les joueurs peuvent basculer d’un équilibre a un autre de manicre parfois difficile a prévoir
— un phénomene dont les ressorts dynamiques sont plus difficiles a cerner —, mais dont on
observe fréquemment les effets, en particulier sur les marchés financiers. On notera que la
durée et ’augmentation du nombre des informations accessibles aux joueurs ne semblent pas
nécessairement favoriser leur coordination, comme on serait tenté intuitivement de le croire.

Plusieurs mode¢les théoriques ont été proposés pour rendre compte de ces situations, en
partant, le plus souvent, du probléme pos¢ par la sé€lection d’un équilibre, dans ’hypothese
de populations de joueurs (Samuelson, 1997). Ils ont fait ’objet de simulations dynamiques
de longue période sur la base de chaines de Markov. Il s’avere, par exemple, difficile, pour
cette raison, dans le cas d’un jeu du type de la chasse au cerf, de déterminer sur lequel des
deux équilibres les joueurs finiront par se coordonner. Des recherches plus récentes ont
complété ces travaux, en intégrant dans Dl’analyse le mode d’organisation des joueurs,
amorcant ainsi une modé¢lisation dynamique des réseaux, comme on le verra a la fin de ce
chapitre. L'un des modeles les plus simples qui ait été imaginé vise a intégrer le colit que
représente, pour chaque individu, la création d’un lien avec les autres individus, ce qui
permet de supposer que le réseau s’organise sur la base d’un simple calcul colit-avantage,
dont dépend le mode de coordination qui s’imposera. Selon ce raisonnement, on suppose
que si les colits d’entrée dans le réseau sont bas, les agents auront tendance a penser que leur
connexion ne les protege pas contre le risque de comportements individualistes de la part des
autres, de telle sorte qu’ils choisiront de se coordonner sur un équilibre qui minimise ce
risque (Risk dominant). Si, au contraire, ces colts sont suffisamment €élevés, on suppose
qu’ils choisiront, sur la base d’un raisonnement identique, d’entrer dans le réseau en se
connectant aux autres, ce qui les conduit, alors, a se coordonner sur 1’équilibre qui maximise
leurs gains collectifs (Payoffs dominant) (Goyal et Vega-Redondo, 2005).

Ces travaux restent théoriques. Leurs résultats se fondent, comme on I’a montré, sur des
hypothéses de comportements individuels rationnels. Leur exposition a des tests
expérimentaux se heurte a l’obstacle du nombre des sujets testés, ce qui limite la
représentativité des résultats obtenus dans ces expériences effectuées sur des échantillons
relativement réduits. Indépendamment de protocoles expérimentaux différents, qui traduisent
des phénomeénes souvent distincts, la comparaison de leurs résultats rencontre deux
difficultés supplémentaires. En premier lieu, ces expériences s’averent sensibles au nombre

des joueurs et des séquences temporelles considérées. En second lieu, et peut-Etre surtout, la



question se pose du degré et de la nature de la dépendance (ou de I'indépendance) de leurs
résultats a la manicre dont les joueurs sont organisés (ou s’organisent) en réseaux, au cours
du jeu.

On dispose encore d’assez peu de travaux sur I’incidence des différents types
d’organisation en réseaux sur la coordination des individus. Pour avancer sur cette question,
il importe tout d’abord de distinguer les systemes « clos » et « complets », ou tous les
individus se trouvent directement liés les uns aux autres, des systemes « locaux » et
« incomplets », ou les individus ne sont directement connectés qu’a un sous-groupe de cette
population. Dans cette seconde catégorie, on peut encore distinguer, selon que ce lien direct
est déterminé (« réseau local ») sous la forme d’un voisinage avec quelques individus
donnés, strictement al€atoire, ou encore, partiellement déterminé, du type « les amis de mes
amis... », que I’on dénomme « petit monde », par référence a la formule bien connue

RN

(a) local (b) aléatoire (c) « petit monde »

« comme le monde est petit... ».

D’apres Cassar (2006).

Les premiers travaux expérimentaux montrent cependant que les différents types de
réseaux ont une incidence limitée sur 1’équilibre a partir duquel les joueurs vont se
coordonner. Dans les expériences de jeux de coordination conduites par Cassar, tous les
joueurs se coordonnent finalement sur 1’équilibre Payoffs dominant, quel que soit le type de
réseau dans lesquels ils évoluent, seule la vitesse avec laquelle ils parviennent a ce résultat
varie d’un réseau a ’autre. Aux deux extrémes, on trouve, d’un coté le « petit monde », ou
cette coordination est sensiblement plus rapide et, de ’autre coté, le « réseau local », ou elle
est plus lente. En revanche, c’est I'inverse que ’on observe, lorsque I’on cherche a tester
I’aptitude des sujets a coopérer, a travers un réseau, dans un jeu du dilemme du prisonnier.
La encore, les joueurs parviennent finalement a coopérer, quoique plus difficilement, dans les
différents types de réseaux considérés, mais, cette fois, c’est dans le réseau local qu’ils
arrivent le mieux a s’entendre pour y parvenir, et dans le « petit monde » qu’ils y
parviennent le plus difficilement (Cassar, 2007).



Ces résultats mettent en évidence la différence qui distingue la simple coordination de la
coopération. Mais ils montrent surtout que les comportements observés dans ces situations
sont peut-étre moins sensibles aux structures des réseaux qu’on ne I’imaginait initialement.
D’autres ¢tudes, plus récentes, realisées souvent sur des échantillons de populations
beaucoup plus étendues, puisqu’elles portent, par exemple, sur plus d’un millier de sujets
dans les expériences réalisées par Gracia-Lazaro (Grujic et al., 2010 ; Gracia-Lazaro et al.,
2012) révelent, de manicre a priori assez surprenante, que les structures propres a chaque
type de réseaux ont, en définitive, peu d’impact sur les comportements individuels des
joueurs. On observera toutefois que la majorit¢ de ces expériences concerne plutdt la
coopération, a travers des jeux de dilemme du prisonnier répéte.

Deux observations complémentaires peuvent étre rapprochées de ce constat. Elles
permettent d’avancer dans I’explication de ce phénomeéne. 11 apparait, tout d’abord, comme
une singularit¢ de 1’espéce humaine, puisqu’on ne la retrouve pas dans la plupart des
expériences réalisées chez des espéces animales, ou I’organisation de ces réseaux de
communication détermine assez largement leurs comportements. En second lieu, les
expériences qui ont été citées ont été réalisées dans le cadre d’une organisation statique de ces
réseaux. En clair, les sujets de ces expériences sont placés dans des réseaux dont la structure
est donnée, et qu’ils ne peuvent donc pas modifier par leurs comportements observés au
cours de ces expériences. Or d’autres travaux suggerent que c’est précisément au travers
d’une dynamique des structures d’organisation de ces réseaux, elle-méme actionnée par les
stratégies individuelles des joueurs, que pourrait se manifester, en retour, une influence de
ces structures sur leurs comportements.

Les €économistes ont tendance, comme on 1’a déja vu, a interpréter ces résultats comme
une confirmation de leur hypothese favorite, selon laquelle, méme en réseaux, les choix des
joueurs restent strictement individualistes. Telle n’est pas notre position. Si, en effet, les
especes animales réagissent de maniere plus diversifiée que les hommes en fonction de
I’organisation des réseaux dans lesquels ils operent, ce peut étre, simplement, parce que,
confrontées a ces environnements extérieurs varies, elles se trouvent dans la nécessité de s’y
adapter. La situation serait, toutefois, un peu différente pour les hommes, qui, comme nous
I’avons montré dans les chapitres précédents, n’appréhendent pas ces diverses organisations
de leur environnement social comme leur étant tout a fait extérieures. Leur réaction a ces
environnements ne consiste donc pas seulement a s’y adapter, mais également a chercher a
les transformer, a les recréer, voire a en créer de nouveaux. Dans les expériences qui ont ¢été
rapportées, ces réseaux sociaux revétent la forme de structures statiques. Les sujets se
trouvent alors dans DI'impossibilit¢ de les transformer, en les modulant au cours d’un
processus dynamique. Or c’est a travers ce processus d’interactions dynamiques, entre, d’une
part, les comportements, voire les preéférences des sujets, et, d’autre part, ’organisation et le



fonctionnement de ces réseaux, que se mettent en place les modes de coordination dans ces
réseaux. C’est donc dans cette perspective qu’il faut chercher a les étudier. On verra dans les
deux derniers chapitres que les schémes d’organisation qui émanent de ces interactions
prennent alors souvent la forme de conventions.

Une preuve indirecte de cette incidence de la formation des réseaux sur les
comportements des acteurs sociaux face a la coordination de leurs actions est fournie par des
situations inverses de celles que nous avons ¢tudi€es ici, ou les équilibres dépendent, au
contraire, d’'une absence de coordination, comme c’est le cas, par exemple, d’une attaque
surprise réussie dans certains types de jeux stratégiques. Des illustrations concretes peuvent
en &tre trouvées, en économie, dans le succeés de raids de traders observés sur les marchés
financiers. Dans de telles situations baptisées « anticoordination », il a ét¢ montré que la
structuration en réseau et le nombre de ses participants transformaient les issues du jeu initial
et pouvaient méme, dans certaines configurations, aboutir a des €quilibres de coordination,
au moins en ce qui concerne certains groupes d’agents (Bramoullé, 2007). Ce genre d’effets
se manifeste surtout lorsque le réseau est complet. Mais le plus intéressant réside dans la
diversit¢ de ses manifestations, selon les modes d’organisation que prendront les réseaux
ainsi formes.

L’analyse de ’organisation dynamique de ces réseaux de communication est similaire a
celle qui a conduit a la métaphore des réseaux neuronaux. Sous ce terme sont regroupés
aujourd’hui un ensemble de modéeles mathématiques assez divers, destinés a rendre compte
de l'auto-organisation de systémes en réseaux, afin d’en dégager les conséquences sur leur
fonctionnement et leur évolution (Sayama et al., 2013). La référence aux neurones renvoie ici
aux modalités adaptatives de réseaux de connexion qui pourraient caractériser le
fonctionnement d’un cerveau artificiel, ou tout au moins imaginaire. Les propriétés de tels
mode¢les auraient ainsi la double fonction d’expliquer divers phénoménes de coordinations
sociales (transports, circulation, etc.), tout en en éclairant la connaissance de I’organisation
neuronale qui guide le fonctionnement du cerveau. La démarche qui inspire ces recherches
repose sur ’hypothése d’une similarité entre [’organisation en réseaux dynamiques qui
détermine les régles de fonctionnement de ces phénoménes sociaux et 1’organisation en
réseaux dynamiques qui caractérise la neurophysiologie des cerveaux humains. Elle
développe, sur cette base, une analyse des propriétés formelles de ces dynamiques de réseaux
connectés, avant de chercher a les confronter ensuite, d’une part, au fonctionnement réel de
nos cerveaux, et, d’autre part, a la dynamique observable de réseaux qui domine de plus en
plus d’activités de notre vie sociale. Plusieurs travaux ont ainsi montré que différentes
connexions neuronales étaient organisées sur le modele de réseaux de type « petit monde »
(cf. p. 135) (Watz et Strogatz, 1998). De méme, des travaux d’économétrie appliquée se sont
emparés de cette modélisation dite « des réseaux neuronaux », pour formaliser divers



phénomeénes macroéconomiques. Deux auteurs ont ainsi récemment montré que ce type de
mode¢le fournissait de meilleures prévisions sur I’évolution des taux de change entre les
monnaies que les modeles économétriques standard (Jamal et Sundar, 2011).

Ce chantier ouvert dans la direction des réseaux neuronaux pose cependant de sérieux
problemes méthodologiques, voire €pistémologiques. Ils n’échappent pas, du reste, a la
conscience de quelques-uns des chercheurs engages dans ce programme (Bullmore et Sporns,
2009). En premier lieu, I’hypothese d’une correspondance rigoureuse entre cette mod¢lisation
mathématique des réseaux et I’organisation fonctionnelle des réseaux cérébraux reste, comme
nous I’avons dit, une simple hypothese qui repose, jusqu’a présent, sur quelques analogies
assez naives. Il fautdonc encore la soumettre a des tests empiriques, souvent difficiles a
construire, faute d’articulations fournies par des niveaux intermédiaires, comme nous I’avons
signal¢ dans notre introduction (c¢f. Prologue : problemes de méthode). En second lieu, méme
si cette ¢tape preliminaire se trouve franchie, il n’est pas assuré que la mise en évidence d’une
modé¢lisation commune des propriétés des réseaux ceérebraux et des réseaux sociaux résolve
les questions posées par leur interaction dynamique. Or c’est de ces interactions que dépend,
en définitive, le succes des coordinations qui ont €té€ identifiées dans ce chapitre.

Une approche directe visant & une meilleure connaissance de la maniére dont les cerveaux
des individus, tout a la fois, contribuent a ’organisation de ces connexions sociales et sont
modelés par elles, nous apparait plus pertinente, au moins dans un premier temps, pour
¢éclairer cette question. Elle conduit, en particulier, a réexaminer la relation entre le « je » et le
« nous », a la faveur des transformations intervenues dans la communication sociale. Elle
pourrait faire apparaitre, en outre, de nouvelles distinctions entre les « autres » (membres de
mon réseau) et les « autres, autres », étrangers a ce réseau, en fonction de 1’organisation
particuliere de chacun de ces réseaux. Plusieurs questions trés concrétes se présentent alors
auxquelles on trouve déja quelques ¢léments de réponse dans différents travaux de
neuroscience sociale. Il semble, par exemple, que les individus, a travers les réseaux auxquels
ils ont choisi d’appartenir, cherchent aujourd’hui a partager leurs informations (impressions,
golts, réactions, idées...) avec le « nous » qu’ils forment avec les autres membres du réseau.
Il serait, intéressant de savoir si, et comment, le développement de ce mode de partage,
d’origine virtuelle, transforme I’appréhension que le sujet peut avoir de ces différents
« autres », et modifie, de ce fait, la perception qu’il peut avoir de lui-méme. Une étude
récente portant sur le partage d’un méme bien commun a ainsi mis en évidence que le plaisir
éprouvé par chaque participant était différent et plus intense, lorsque les autres appartenaient
a des réseaux qui leur étaient communs, que lorsqu’ils €taient issus de groupes dont ils ne
faisaient pas partie. Ce sentiment recueilli aupres des intéressés a €té corroboré, au niveau
cérébral, par une activation sensiblement plus forte de la région du striatum dans le premier
cas (Fren et al., 2012). Une autre étude a, par ailleurs, observé un impact direct du nombre et



de la taille des réseaux sociaux auxquels appartenaient les individus sur le développement de
leur insula, dont on connait le role dans les manifestations d’empathie (Bickart et al., 2012).
Ces travaux restent cependant encore trop limités et parcellaires pour permettre d’en tirer des
conclusions de portée plus générale. Mais c’est seulement en les multipliant que ’on pourra
envisager, dans une seconde étape, d’élaborer une modélisation plus générale de ces effets de
réseaux sur les différentes formes de coordination étudiées dans ce chapitre.



Commentaire La coordination des perspectives
du collectif et de I’individuel

Christian Schmidt a distingué trois modalités de coordination. 1) Je peux repérer une
saillance notoire de I’environnement et compter sur la similarité entre les processus perceptifs
humains pour penser qu’autrui va aussi la remarquer, si bien que nous convergerons vers le
méme point. C’est une coordination par point d’attraction commun, ou point focal. 2) Nous
pouvons tous les deux repérer une différence saillante entre deux « équilibres ». Un équilibre
se définit ici comme une situation telle que, si je m’y trouve, mon partenaire a intérét a s’y
trouver, et réciproquement. Mais nous pouvons tous les deux trouver une de ces situations
beaucoup plus attractive qu’une autre. C’est une coordination par comparaison commune (le
jeu haut/bas de Bacharach). 3) Nous pouvons repérer comme plus attractive une situation qui
offre un avantage collectif, sur un critere que nous supposons dominant mais pas sur un
autre que nous supposons moins décisif (jeu de la chasse au cerf). C’est une coordination par
dominance collective.

C

Ces trois types de coordination peuvent chacun échouer, mais chacun pour des raisons
différentes : le premier, parce que le point focal n’est pas suffisamment saillant, ou parce que
I’attention du partenaire est parasitée par d’autres préoccupations. Ce probleme a cependant
peu de chances de se produire et, dans ces conditions, le fait méme qu’il n’ait pas de remede
le rend paradoxalement moins important : il ne sert a rien de nous lancer dans des
spéculations compliquées pour tenter d’améliorer la situation, nous devons simplement nous
fier a la fréquence de la réussite de ce mode de coordination.

Le deuxiéme peut échouer pour des raisons plus subtiles, parce que 1'un des partenaires
peut se demander si I'autre a bien privilégié de maniére stable un équilibre, ou s’il n’a pas
oscillé entre les équilibres sans se décider. Cette possibilité d’oscillation tient justement a ce
que I’autre situation est aussi un équilibre de coordination. A supposer que 1’autre s’y soit
fixé, j’aurais intérét a la choisir, car préférer la situation qui est dans I’absolu la plus
avantageuse ne me serait d’aucune utilité si je n’y rencontre pas mon partenaire. 11 suffit que
j’envisage que mon partenaire ne soit pas totalement certain que mon mode de raisonnement
est strictement en phase avec les étapes du mien, ce qui est possible puisque on peut donner
un avantage temporaire a une perspective sur 1’autre, pour qu’il puisse en venir a osciller ! Ce
probléme tient & la structure « en huit » des inférences possibles : chacun peut avoir deux
modes de raisonnement, 'un qui vise I’avantage commun, l'autre qui regarde si les
conditions d’un équilibre sont réunies. Je me lance d’abord sur le premier mode, mais je ne
peux conclure sans avoir envisagé que I’autre ait suivi le second mode, car il pourrait s’étre



lancé sur le premier mode, et supposer que j’aie suivi le second. Une fois qu’un parcours
renvoie a l’autre, chacun doit emboiter dans son propre « huit » un parcours similaire
d’autrui. Une fois que ces deux parcours s’emboitent I'un dans I’autre nous risquons d’en
rester a parcourir indéfiniment ce huit en passant d’une boucle et d’un parcours sur I’autre.

La difficulté tient a ce que, si chacun d’entre nous dispose d’au moins deux
cheminements de raisonnement, la similarit¢ avec autrui, qui devrait nous faire converger,
peut aussi nous faire osciller : il suffit, sans méme que nous nous situions réellement en
opposition de phase, que chacun de nous doive envisager cette possibilite. Dans ce cas, la
similarit¢ entre les partenaires est source de divergence, parce que chacun d’eux présente
dans le for intérieur de ses réflexions une dualité, donc une divergence possible, et doit, par
similarité, intérioriser cette méme dualité, mais vue par ’autre. On a parfois utilisé le terme de
« specularite », au sens de jeux de miroirs (« miroir » se dit speculum en latin) entre moi et
autrui, pour désigner ce genre de situation.

Le troisitme mode de coordination, celui de la chasse au cerf, renforce le risque d’échec,
en ajoutant a cette spécularité une autre division, celle non plus seulement entre avantage
collectif et équilibre interindividuel, mais entre risque collectif et risque individuel. En effet,
la complexité de la coordination collective dans la chasse au cerf (dans une situation plus
réaliste, pas dans une matrice de jeu ultrasimplifiée) introduit un risque — certains rabatteurs
peuvent ne pas jouer correctement leur rdle, par exemple. Ce risque, le chasseur de li¢vre
solitaire ne le prend pas. Il en prend un autre — les lieévres peuvent ne pas passer a I’endroit de
ses collets —, mais ce type de risque individuel existe aussi pour chaque chasseur de cerf. Le
risque d’une coordination collective imparfaite s’ajoute donc dans la chasse au cerf au risque
d’une réussite individuelle imparfaite.

S

Comme dans le commentaire du chapitre 2, il nous faut, quand nous revenons de la
théorie des jeux aux pratiques effectives, introduire quelques processus intermédiaires, qui
apparaissent quand on tient compte des dynamiques d’apprentissage. Considérons Ia
premiere cause d’échec, le cas ou le point focal n’est pas trés saillant. Malgré tout, si nous
avons réussi a converger une premiere fois, cette premicre fois va renforcer la saillance
— exactement comme ’activation d’une connexion neuronale renforce cette connexion. Dans
la dynamique d’apprentissage de [I’interintentionnalité, nous coconstruisons des
« affordances® » communes, qu’on peut considérer comme des « coaffordances ».

Ces apprentissages en commun permettent de réduire les altérités entre les partenaires. On
pourrait donc penser que toute coordination va procéder par réduction des altérités et par
renforcement de similarités. Pourtant la difficult¢ rencontrée dans le deuxieme mode de
coordination nous a montré que la similarité elle-méme peut faire naitre des problemes.



La encore, cependant, recourir a une dynamique de coconstruction nous offre une
¢chappatoire. Il s’agit alors de coconstruire le point de vue a partir duquel le critere de
I’avantage commun sera dominant. Et ¢’est ce qu’a visé Bacharach, semble-t-il, en parlant de
team reasoning, de raisonnement d’équipe. Encore faut-il que moi et mon partenaire, nous
envisagions ce que serait le point de vue de notre équipe. Mais la aussi, une fois que nous
I’avons fait, alors ce point de vue se renforce. En effet, du point de vue de 1’équipe, la
convergence vers 1’équilibre communément avantageux domine [’oscillation de chaque
partenaire livré a ses suppositions spéculaires. En revanche, si nous en restons au point de
vue individuel, nous ne savons pas comment décider. Nous pouvons alors associer le
raisonnement d’équipe a un €quilibre de second ordre. De méme que dans un €quilibre
ordinaire, une fois que nous y sommes, aucun de nous n’a intérét a en dévier, de méme, une
fois que nous avons adopté le point de vue du raisonnement d’équipe au lieu d’un
raisonnement strictement individuel, aucun de nous n’a intérét a en dévier — alors que ce
n’est pas le cas du point de vue de I’« équipe » de degré z€ro, pour ainsi dire, que constitue
chaque individu de notre duo raisonnant spéculairement chacun de son cote.

Il semble donc que la meilleure maniere de nous coordonner, ce n’est pas de se lancer
dans des raisonnements compliqués, mais bien de choisir un point de vue qui implique
coordination, et de voir si les autres nous suivent, ce qui permet alors de renforcer ce point
de vue. Cela pourrait expliquer pourquoi, dans I’expérience de Kuo et al. les sujets ressentent
moins d’effort dans la situation de « pure coordination », celle ou aucune procédure de
raisonnement par étapes n’est proposée. C’est qu’en fait, raisonner par étapes pour résoudre
la plupart des problémes de coordination nous entrainerait dans les affres de la spécularité,
alors qu’il vaut mieux faire en quelque sorte un saut hors de ces jeux spéculaires pour nous
situer d’emblée dans ce que nous venons d’appeler un équilibre de second ordre.

R

Cependant, dans la chasse au cerf, ce saut quasi quantique — puisqu’il y a bien la une
discontinuité irréductible — n’assure pas la stabilit¢ du point de vue collectif. La différence
avec la matrice du jeu de Bacharach est que dans ce dernier, si chacun choisissait une option
différente de ’autre, les deux joueurs n’obtenaient rien. Dans une hypothése similaire
concernant les joueurs de la chasse au cerf, le joueur qui aurait visé la chasse au cerf ne
gagnerait rien, mais celui qui aurait fait le choix du solo obtiendrait tout de méme son li¢vre.
La solution du raisonnement par équipe revenait a réduire 1’altérité des partenaires en faisant
ce saut au niveau de I’équipe. Mais la solution du chasseur solitaire nous suggere de réduire
cette altérité d’'une manieére inverse : en nous rabattant sur le choix dont le résultat ne dépend
pas du choix d’autrui.

Ce rabattement n’implique pas de refuser tout raisonnement par aller-retour entre un



joueur et ’autre. Certains auteurs (comme Yoshida) pensent que 1’adoption de la solution
« chasse au lievre » ne doit déclencher aucune montée réflexive, alors la solution « chasse au
cerf » est liée a une telle remontée (je dois croire que I’autre chasseur croit que je vais chasser
le cerf, etc.). Pourtant il n’est nullement exclu que je puisse, et méme que je doive, pour
décider de chasser le lievre, monter d’abord en réflexivité, en envisageant les croyances des
autres sur mes croyances sur les croyances des autres, etc., pour en conclure finalement que
ces ¢tages supérieurs de croyances mutuelles étant fragiles, je dois revenir a la chasse au
ligvre.

Plagcons-nous cependant dans une situation un peu plus réaliste que celle de la matrice du
jeu. Il n’est pas nécessaire que tous les membres du groupe participent a la chasse au cerf. 11
est méme souhaitable pour le groupe que certains continuent a chasser le lievre, puisque cela
peut assurer de la nourriture en cas d’échec de la chasse au cerf. Si ’on passait a des jeux
¢volutionnaires, ou une stratégie est évaluée en fonction de la capacit¢ de survie et de
reproduction qu’elle assure, une stratégie mixte, qui joue tantot la chasse au lievre, tantot celle
au cerf, pourrait étre ’équilibre optimal pour le groupe. Mais la stabilit¢ d’un tel €équilibre sur
le long terme est sujet a caution.

Il faut ajouter que, dans le groupe de chasse au cerf, la réussite de chacun n’est pas
nécessaire. Nous pouvons donc inverser notre argument précédent, celui du risque collectif,
qui tenait a ce qu’il peut toujours y avoir des imperfections dans une coordination collective,
et partir de collectifs dont le fonctionnement invalide cet argument. Un collectif « robuste »,
donc un collectif qui a des chances sérieuses de survie et de reproduction, ¢’est un collectif
qui peut se permettre des imperfections de coordination et pourtant parvenir a ses fins. Notre
critere d’un équilibre de groupe, d’un équilibre collectif robuste doit alors étre double : 1) le
point de vue collectif doit, une fois adopté, présenter des avantages pour ’individu en tant
que membre du collectif par rapport au point de vue individuel ; 2) les imperfections de
coordination du collectif doivent étre possibles et admissibles, elles ne doivent pas étre telles
qu’elles obérent sérieusement ces avantages. Un collectif de ce genre est robuste par rapport a
la défaillance d’un de ses membres, alors que, par définition, la réussite dun individu ne peut
étre robuste par rapport a sa propre défaillance.

Certes, la chasse au lievre a aussi sa robustesse, et peut réussir malgré des imperfections.
Cette robustesse est d’origine différente : chaque chasseur a un contrdle direct sur la maniere
dont il mene sa chasse, ce qui assure un certain niveau d’adaptabilité aux circonstances
imprévues. En revanche, dans I’organisation collective d’une chasse au cerf, le controle est le
plus souvent indirect : on a posté des tireurs et on fait avancer le front des rabatteurs, mais les
rabatteurs n’ont pas un contact direct avec les tireurs et ne peuvent leur dire précisément d’ou
va venir le cerf. Le groupe reste plus robuste face a la défaillance de membres isolés,
puisqu’un membre peut remeédier a la défaillance d’un autre, mais son mode de contrdle



indirect n’a pas le type de robustesse du controle individuel, parce qu’il est moins aisé a
adapter a des imprévus locaux et moins précis dans ses adaptations. Les activités
individuelles présentent elles aussi un double aspect : elles sont moins robustes parce que si
elles font défaillance, rien ne permet d’y remédier au niveau de I'individu, mais elles sont
plus robustes dans la mesure ou le contrdle direct permet des adaptations plus rapides et plus
précises.

Il ne faut pas oublier, cependant, que le controle collectif n’est rien sans le contrdle direct
de chacun de ses membres. Inversement, un collectif dont le controle indirect fonctionne
suffisamment bien donne plus de chances de survie et méme de reproduction aux individus.
Nous pouvons alors concevoir un équilibre de troisieme ordre. Il ne met pas en rapport la
meilleure réponse d’un individu a la meilleure réponse d’un autre individu. Il met en rapport,
pour ainsi dire, la meilleure réponse du point de vue collectif aux meilleures réponses du
point de vue individuel. On commence donc par définir les équilibres individuels. Puis on
adopte le point de vue du collectif. 11 faut évidemment pour cela que ce point de vue puisse
se deéfinir : une situation ou les deux meilleures possibilités communes sont la premiere en
faveur d’un partenaire, la seconde de I’autre, de maniere symétrique (du genre « bataille des
sexes », 'un préférant aller au match de boxe, 'autre a un ballet, tous deux ayant une
preférence de second rang pour €tre ensemble), ne permet pas cette definition. On évalue
alors dans quelle mesure les stratégies des équilibres individuels permettent de maintenir les
coordinations utiles que permet I’adoption de cette perspective, et on €limine les stratégies qui
détruisent ces coordinations (dans le jeu de la chasse au cerf, on ¢limine les stratégies de
chasse au lievre, sauf en cas de disette). Il faut ensuite s’assurer que les stratégies
individuelles sélectionnées, qui sont les meilleures possibles pour assurer les coordinations
collectives du genre chasse au cerf, vont bien contribuer a I’amélioration des sorts
individuels : elles doivent leur assurer des gains préférables a ceux d’un €équilibre du point de
vue individuel. C’est le cas dans la chasse au cerf. Dans un jeu de dilemme du prisonnier
(DP), les stratégies de 1’équilibre individuel sont des défections mutuelles (DD). Elles ruinen
la coopération mutuelle (CC). On considere alors ce qui se passe si on les écarte. 11 fau
ensuite s’assurer que les stratégies qui restent (CC) assurent un meilleur gain aux individus
(ou aussi bon) que celles de 1’équilibre individuel (DD). C’est le cas. On en reste donc a l¢
coopération mutuelle — du moins dans un raisonnement a long terme, puisque si chacun est
capable de ce raisonnement, celui qui envisagerait de revenir a une stratégie de défection plus
avantageuse pour lui (parce qu’il ferait défection en profitant de la coopération des autres)
s’apercevrait qu’il détruit ainsi 1’équilibre collectif, et se désavantage pour de futures
interactions.

Smerilli (2012), revenant sur les pistes de Bacharach, a proposé de définir d’une part un
équilibre collectif — le collectif n’a pas intérét a dévier unilatéralement de la stratégie de cet



équilibre — et d’autre part un équilibre individuel — I'individu n’a pas intérét a dévier
unilatéralement de la stratégie de cet équilibre. 11 y a des cas ou les deux équilibres
correspondent pour I’individu a la méme stratégie, d’autres ou les deux stratégies différent, et
d’autres, comme le DP, ot on a un intérét a dévier de I'individuel vers le collectif, mais aussi
du collectif vers I'individuel : on oscille sans se stabiliser. Mais ce que nous envisageons est
plus exigeant : nous évaluons les équilibres individuels du point de vue de leur capacité a
maintenir ou restaurer un équilibre collectif, et les équilibres collectifs du point de vue de leur
capacité a améliorer la situation des individus par rapport aux équilibres individuels. Dans le
DP, I’équilibre individuel est la défection mutuelle (DD), qui ruine 1’équilibre collectif. On
envisage donc de I’abandonner. L’équilibre collectif est la coopération mutuelle (CC), il
améliore le résultat individuel par rapport a DD, il doit donc étre choisi. Nous entrecroisons
les perspectives d’évaluation au lieu de les maintenir séparées.

Il est évidemment possible de généraliser ce genre d’équilibre en ne le limitant pas aux
relations entre un collectif et ses membres individuels, mais en 1’étendant aux relations entre
des collectifs différents qui seraient membres d’un collectif plus englobant.

Nous n’avons fait 1a que privilégier le point de vue de I'interaction par rapport aux points
de vue des ¢léments (nous reviendrons sur les effets de réseaux dans le chapitre 5). Comme
les individus, en tant que sujets intersubjectifs, sont coconstitués dans leurs interactions, on
comprend que cette perspective d’interaction entre point de vue collectif et point de vue
individuel leur soit naturelle. Et c’est aussi cette perspective qui en fait des étres sociaux.

1. Schelling cite en note cette observation tirée du psychologue gestaltiste Koffka (1955). Koffka prend soin de préciser que le buteur, dés qu’il a
pris conscience de cette attraction exercée sur lui par la perception du gardien de but de I'équipe adverse, réorganise le centre de gravité de son
espace mental, autour d’un autre attracteur. Cette observation est importante, car elle suppose un mécanisme d’apprentissage au niveau de cette
perception que I’on peut qualifier ici de stratégique.

2. Husserl, comme on I’a vu au chapitre 3, consacra une année enticre de cours a Gottingen, durant I’hiver 1904-1905, a I'étude d’une
phénoménologie de I'attention. Pour Husserl, Iattention joue le role d’un modulateur de la perception. Cette approche husserlienne du réle de
’attention dans les mécanismes de perception, avec ses implications en termes de saillances émotionnelles, s’est trouvée validée aujourd’hui, au plan
neurochimique, par de nombreux travaux de chercheurs en neurosciences (Yu et Dayan, 2005 ; Roelfsema et al., 2010 ; Todd et Andersson, 2013).

3. C’est a Gibson qu’on doit ce terme, difficile a traduire. Un élément dans notre champ visuel présente une affordance si sa forme indique s¢
disponibilité par rapport a 'une de nos activités. Par exemple, une poignée de porte présente une affordance, celle de la tourner et de la tirer pour
ouvrir la porte.



CHAPITRE 5

De la coordination a la coopé€ration

Le chapitre précédent a montre, que, sous le terme de coordination, se trouvent regroupé€s
des phénomenes différents. Un tel regroupement peut, comme on I’a vu, porter a confusion,
lorsque I'on cherche a identifier les opérations mentales qui interviennent dans cette
coordination chez les sujets. On a observé, notamment, un fréquent glissement sémantique de
la simple coordination a une véritable coopération.

Rappelons d’abord que la question de la coordination se pose chez un méme sujet.
Presque toutes les activités motrices intentionnelles (marcher, se lever, saisir un objet...)
exigent une coordination des mouvements. Beaucoup d’activités mentales font également
intervenir une coordination de plusieurs des réseaux neuronaux récemment mis en évidence
par les techniques d’imagerie. Cette coordination dans I’interaction des systémes neuronaux
pourrait intervenir au moyen d’une modulation correspondant a un mode de synchronisation
des rythmes d’activation des zones cérébrales concernées (Womesfeld et al., 2007). On est
dés lors en droit de s’interroger pour savoir si, et de quelle manicre, la coordination,
lorsqu’elle concerne des actions émanant de sujets différents, présente des affinités, mais
aussi des différences, avec la coordination que requicrent ces activités chez un méme sujet.

Plusieurs travaux de neurosciences ont récemment mis en évidence des mécanismes de
coordination de mouvements observes dans un groupe d’individus qui aboutissaient a des
rythmiques collectives. Il serait sans doute préférable de parler plutdét a leur sujet de
synchronisations (Oullier, Kirman et Kelso, 2008 ; Oullier et al., 2010). De tels mécanismes
se déclenchent toutefois indépendamment de la conscience que peuvent en avoir les sujets
individuels entre lesquels ils se manifestent. L’enjeu, du point de vue de I’analyse des
interactions, est de détecter comment le sujet appréhende 'autre (les autres), lorsqu’il cherche
a coordonner son action avec celle de I’autre (des autres). L’autre est-il alors congu comme
une maniere d’extension du « soi-méme », ou conserve-t-il 1’essentiel de son altérité ? La
premiere hypothese rapprocherait la coordination entre différents sujets de la coordination
chez un méme sujet. Si cette hypothése se confirmait, elle entrainerait une seconde question.
Cette extension de soi-méme doit-elle s’entendre comme un simple prolongement du moi
(I’autre moi-méme stricto sensu), ou faut-il, plutot, 'interpréter comme la manifestation
d’une appartenance commune a un « nous » ? Considéré dans une perspective cognitive, le
« nous » selon cette seconde interprétation correspondrait & ce que Bacharach nomme
I’équipe, faisant ainsi de I’équipe le véritable sujet du team reasoning et, partant, le centre de
la volonté consciente de se coordonner. Nous nous rapprochons alors de la coopération.



Une seconde source de difficultés rencontrée dans I’analyse de la coordination provient
de la diversité de ses acceptions, selon les problemes particuliers qu’elle pose aux individus
dans les différents contextes ou elle se présente a eux. Les situations de jeux qui servent de
références aux protocoles expérimentaux discutées au chapitre précédent en fournissent
quelques illustrations. Ainsi la question de la coordination, telle qu’elle se pose aux deux
joueurs du jeu du rendez-vous, n’est pas exactement la méme que celle que doivent résoudre
ceux du jeu haut/bas. Dans le premier cas, il leur faut, rappelons-le, imaginer un point focal
qui leur serait commun ; dans le second cas, il suffit a chacun de penser que I’autre choisira,
comme lui-méme, ’action dont les conséquences sont les plus avantageuses. Avec le jeu de la
chasse au cerf, la question de la coordination se pose aux joueurs de maniere encore plus
différente. Se coordonner équivaut, pour les chasseurs, a coopérer dans une entreprise
commune (la chasse au cerf). Contrairement au jeu du rendez-vous, un échec de la
coordination n’entraine pas ici ’absence de solution, puisque chaque chasseur peut toujours
attraper un lievre de son coté. L’existence de ces solutions alternatives permet d’interpréter la
coordination comme le résultat d’un choix raisonné. Un tel choix se révele précisement
problématique dans le jeu du rendez-vous et trivial dans le jeu haut/bas. En outre, et peut-Etre
surtout, la coordination est ici indissociable de la coopération, puisque chasser le cerf
implique la mise en ceuvre et ’exécution d’un objectif commun aux chasseurs, celle de la
prise du cerf. Tel n’est pas le cas dans les deux autres jeux, ou la coordination des
mouvements des joueurs garantit seulement la rencontre de leurs intentions.

S1 des liens étroits existent entre la coordination des agents et leur coopération, ne serait-
ce que parce que coopérer nécessite, au préalable, de pouvoir coordonner ses actions avec
celles des autres, il n’est pas, pour autant, possible d’induire leur coopération d’une simple
coordination entre les actions qu’ils entreprennent. La théorie des jeux 2 x 2 fourmille
d’exemples de ce type, ou il existe plusieurs équilibres et donc de points de coordination,
mais dont aucun ne traduit une coopération entre les joueurs, bien au contraire. En outre,
dans certains jeux de combat, le choix victorieux de stratégies, pour le moins non
coopératives, exige cependant une coordination des mouvements entre les adversaires
(Schmidt, 1993)". Preuve, s’il en fallait, que la coordination n’a aucune raison de conduire
nécessairement a la coopération. La coopération fait donc intervenir une relation particuliére
a lautre (aux autres) qui se concrétise dans I’intention, consciente ou non, de réaliser une
action qui puisse étre communément profitable.

Cette définition liminaire de la coopération est toutefois insuffisante pour capter les
multiples formes que peut également prendre la coopération dans différents contextes et saisir
ensuite ce qui, tout a la fois, les relie et les sépare. Ici encore, comme avec la coordination, de
premiers enseignements peuvent étre tirés des expérimentations de plusieurs jeux bien
connus, a condition d’interpréter leurs résultats dans une perspective inverse de celle qui a



dominé jusqu’a présent. Au lieu de rechercher les points communs de ses expériences, il
nous apparait plus fécond de mettre I’accent sur leurs différences, afin de contribuer ainsi a
dégager les diverses composantes du concept de coopération. Parmi les jeux emblématiques a
deux joueurs le plus souvent utilisés pour identifier les principaux traits caractérisant les
comportements « coopératifs », les chercheurs en économie expérimentale et, ultérieurement,
en neurosciences, ont privilégié, bien sir, le dilemme du prisonnier dans ces différentes
versions (2 un coup et répété), mais aussi et de mani¢re moins évidente, le jeu de 1'ultimatum
et ses variantes (jeu du dictateur), et le jeu de la confiance (ou de I'investissement). On y
joindra ici, pour les raisons expliquées au début de ce chapitre, le jeu de la chasse au cerf a
plusieurs joueurs.

L

Les jeux qui ont ét¢é énumérés présentent une particularit¢ commune. Ils appréhendent
tous la coopération par référence a une non-coopération, entendue plus ou moins
explicitement comme le résultat d’'un comportement normal des joueurs. Plus précisément, en
théorie des jeux classique, les joueurs de ces jeux, en choisissant chacun une stratégie qui
maximise leur gain personnel, accédent a un équilibre de Nash, sans se soucier de ce qu’il
advient a ’autre. Un tel équilibre constitue, pour cette raison, une référence privilégiée pour
définir la non-coopération, ou plus précisément, une maniére d’a-coopération. Or les
comportements observés au cours des expérimentations répétées de ces différents jeux ont
révélé que les joueurs de ces jeux ne procédaient généralement pas de cette maniére. La
remise en cause de cette hypothése implicite d’« a-coopération » a constitué, dans bien des
cas, le point de départ des recherches comportementales qui se sont développées sur la
coopération. Cette définition indirecte de la coopération par défaut de non-coopération peut
surprendre. Elle s’explique cependant lorsqu’on la replace dans le cadre logique des jeux non
coopératifs qui domine aujourd’hui la théorie des jeux, au moins en économie. Elle porte, en
effet, I’empreinte d’une grille de lecture particulié¢re de la théorie des jeux qui s’est
progressivement imposée.

Des son origine, ou presque, la théorie des jeux s’est scindée en deux branches distinctes,
correspondant a deux catégories différentes de situations sociales, traitées respectivement par
des jeux coopératifs et non coopératifs. Dans les jeux coopératifs, les premiers étudiés dans
I’ouvrage fondateur de von Neumann et Morgenstern (1943), les joueurs sont supposes
pouvoir prendre entre eux des engagements qui sont exécutoires (binding agreements). Par
cette référence a ces engagements executoires, les différentes solutions proposées des jeux
coopératifs renvoient toutes aux alliances et aux coalitions que les joueurs peuvent former au
cours du jeu. Alliances et coalitions y occupent ainsi le role de marqueurs de la coopération.
Coopeérer dans cette perspective c’est s’allier avec d’autres joueurs, et, €éventuellement, contre



d’autres. A ’opposé, dans les jeux non coopératifs de tels engagements sont exclus, puisque
les choix stratégiques des joueurs reposent exclusivement sur les hypothéses de rationalité
strictement individuelle qui leur sont associées. La coopération y semble donc exclue, ou tout
au moins, absente au point de départ.

En développant son approche non coopérative des jeux, Nash introduisit cependant,
d’une manicre différente, on pourrait méme dire détournée, la notion de coopération. Partant
de ’hypothése que les agents ne peuvent pas prendre entre eux d’engagements exécutoires au
cours du jeu, faute d’institutions capables de les faire respecter, il démontra dans deux articles
célebres consacrés a la négociation que la coopération peut résulter d’une simple entente
entre deux ou plusieurs joueurs strictement rationnels dans son acception individualiste,
indépendamment de tout engagement réciproque de leur part (Nash, 1950, 1953). Ainsi
entendue comme I’issue d’une procédure de négociation explicite (ou seulement implicite)
entre deux ou plusieurs agents, la coopération prend alors €galement sa place a I'intérieur des
jeux non coopératifs, avec, toutefois, une différence majeure. Tandis que les divers concepts
de solution imaginés pour résoudre les jeux coopératifs reposent tous sur la coopération des
joueurs interprétée dans sa premicre acception (formation réfléchie d’alliances et de
coalitions), I’équilibre de Nash, qui représente la principale solution des jeux non cooperatifs,
n’implique aucune forme de projet commun, c’est-a-dire de coopération au sens fort entre les
joueurs. Grace cependant a I’idée d’entente négociée, I’équilibre de Nash se révele toutefois
compatible avec la notion de coopération, entendue sous un mode différent. Mais, dans la
plupart des situations décrites par ces jeux, leurs solutions restent non coopératives, au sens
ou seuls comptent pour les joueurs les avantages individuels qu’ils tirent du choix de leur
stratégie, sachant que les autres procedent de méme. C’est la raison pour laquelle coopérer
traduit souvent, de la part des joueurs, un comportement en rupture avec la rationalité non
coopérative qui prévaut dans la théorie des jeux (non cooperatifs) ; d’ou cet a priori que la
coopération serait le résultat d’'un comportement en quelque sorte déviant par rapport a une
norme supposee non cooperative. On notera toutefois que la théorie des jeux coopératifs n’a
pas pour autant ¢t¢ abandonnée. Elle continue notamment de se développer dans certains
pays, en particulier en Russie, ou elle représente une majorité des travaux de recherche. Mais
ces développements n’ont donné¢ lieu, jusqu’a présent, qu’a peu d’expérimentations récentes
et de travaux en neurosciences.’

D

Revenons aux jeux non coopératifs a partir desquels ont pu éEtre identifiés
expérimentalement des comportements coopératifs. Une analyse plus détaillée de leurs regles
fait d’abord apparaitre des particularités qui permettent de les distinguer les uns des autres.

Dans les jeux de 'ultimatum et de la confiance, comme, du reste dans celui de la chasse



au cerf, I’équilibre de Nash non coopératif n’est pas le seul équilibre. Le jeu de I'ultimatum et
le jeu de la confiance portent I’'un et I’autre sur la détermination de régles de partage. Dans les
deux cas, presque toutes les reégles de partage, qui renvoient a autant d’équilibres, peuvent
étre considérées comme coopératives, au sens ou elles émanent d’une entente (certes un peu
forcée). C’est selon une acception différente de la coopération, plus proche de I’équité, que
seules certaines regles de partage seront tenues pour révélatrices d’une attitude coopérative.

La situation de la chasse au cerf est différente. L’enjeu ne porte plus sur un partage, mais
sur un choix entre deux solutions correspondant, comme I’a vu, a deux équilibres de Nash.
L’un (la capture de lievres) est strictement non coopératif, dans la mesure ou il n’implique
pas méme une entente de chaque chasseur avec les autres. L’autre équilibre, au contraire,
peut étre qualifi¢ de coopératif, mais dans un sens beaucoup plus fort que dans les deux
autres jeux. Il exige, en effet, des chasseurs qu’ils organisent une collaboration qui leur
permette d’atteindre un objectif commun (la prise du cerf). Cette solution coopérative
présente en outre I’avantage (la prise du cerf) d’étre bénéficiaire pour tous et de correspondre
ainsi 2 un optimum social. Si coopérer en ce sens signifie la participation volontaire a un
projet commun, sa mise en ceuvre, en revanche, ne requiert ni véritable altruisme, ni méme
souci d’équité de la part des joueurs.

Le jeu du dilemme du prisonnier n’est pas de méme nature que les trois jeux précédents.
Considéré du point de vue économique, ses joueurs n’ont gueére de choix, puisque ce jeu ne
posseéde qu’un seul équilibre de Nash. Or cet équilibre est a la fois non coopératif et sous-
optimal. Coopérer signifie donc ici enfreindre la régle du jeu non coopératif pour échapper
au picge tendu aux joueurs par cette situation, en construisant une issue alternative fondée sur
une confiance réciproque. Cette confiance implique une croyance en des références
partagées, qui se manifestent le plus souvent par la réciprocité. Mais de telles références
peuvent étre d’ordre trés divers (altruisme, équité, ou simple communauté d’intérét ou
d’appartenance).

Derriere, par conséquent, un rejet commun de solutions non coopératives, les
comportements cooperatifs prétés aux joueurs dans ces différents jeux se différencient, tant
par leurs motivations que par les modalités qu’ils empruntent.

La logique des situations permet de mieux saisir certaines constantes, tout en
approfondissant la diversit¢ des motivations qui peuvent inspirer ces comportements
coopératifs’. Une premiére distinction s’impose a ce niveau entre les jeux ou les joueurs
occupent une position symétrique, et ceux ou ils sont en position asymétrique en termes
d’information.

Les jeux de I'ultimatum et de la confiance appartiennent a cette seconde catégorie. Dans le
jeu de l'ultimatum, ’asymétrie dont bénéficie le joueur qui fixe les regles de partage et jouer



en premier lui offrent la possibilit¢ d’augmenter son gain au détriment de I’autre joueur. On
interpréte parfois le refus d’'une maximisation de son gain, révélée dans ces conditions par
I’offre du joueur en premier, comme la manifestation d’un comportement coopératif. 11 peut
s’expliquer, comme on le verra dans la derni€re partie, par un souci d’équité. Mais il peut
¢galement se comprendre comme le résultat d’une anticipation lui faisant redouter un refus de
I’autre joueur. Les choses se présentent de maniére assez voisine dans le jeu de la confiance
lorsqu’il n’est pas répété. Dans sa version économique, qui porte sur un investissement, le
mandataire qui joue en second dispose également d’une asymétrie en sa faveur. Il peut ainsi,
en toute rigueur économique, maximiser son gain personnel, en réduisant la partie qu’il
reverse a I'investisseur. Les motivations qui le pousseraient a ne pas utiliser cet avantage de
position a son profit peuvent étre considérées comme identiques a celles prétées a celui qui
fixe les régles de partage dans le jeu de I'ultimatum. Il existe cependant entre ces deux jeux
une différence importante, lorsque le jeu de la confiance est répété. L’autre joueur, c’est-a-
dire I'investisseur, peut en effet, a la séquence suivante, confier, ou ne pas confier, au
mandataire, au vu de son comportement, une autre somme a placer. Le fait, pour le
mandataire, de ne pas maximiser a son avantage le partage des gains obtenus au détriment de
I’investisseur, des la premiére séquence du jeu, peut alors étre cette fois davantage motivé par
une anticipation intéressée que par un sens de 1’équité, ou un penchant altruiste. De manicre
plus générale, du reste, le fait qu’un jeu s’étende sur plusieurs séquences modifie la
perspective des joueurs et, par conséquent, leurs intentions de coopérer. Non seulement
I’horizon de leur anticipation se trouve étendu, mais ils disposent surtout d’informations
supplémentaires sur le comportement des autres joueurs, de nature a renforcer, ou, au
contraire, & modifier leurs intentions premicres. Ces informations se révélent décisives pour
la motivation de réciprocité susceptible d’inspirer les comportements coopératifs.

De telles asymétries de position n’existent ni dans le jeu de la chasse au cerf, ni dans celui
du dilemme du prisonnier, ou aucun des joueurs ne dispose d’un avantage initial. Dans le jeu
de la chasse au cerf, 1’équilibre coopératif est optimal et assure par conséquent un gain
maximal a chaque joueur. Les motivations de ceux qui choisissent une stratégie coopérative
ne sont donc pas a rechercher du coté¢ de laltruisme et de I’équité, mais plutdt dans I’'intérét
individuel bien compris, avec toutefois une limite a ce pur individualisme. Pour réussir cette
coopération, il leur faut manifester, en plus, une confiance dans le comportement ¢galement
coopératif des autres joueurs. Une telle confiance qui contrebalance une forme de risque
peut, 1a encore, prendre sa source dans des considérations tres diverses : rationalité partagée,
réciprocité bien comprise. La simple conscience d’appartenir a une méme communaute
culturelle ou autre peut méme ici suffire.

Les joueurs du dilemme du prisonnier se trouvent également placés dans une position
symétrique de départ, 'un par rapport a I’autre. Mais, contrairement au jeu de la chasse au



cerf, le choix individuel d’une posture coopérative expose celui qui 1’adopte au risque
beaucoup plus dommageable d’une exploitation de la nouvelle situation par 1’autre joueur a
son avantage, au détriment du coopérateur. Un tel risque provient de ce que le candidat a la
coopération crée de ce fait une asymétrie dont bénéficie celui qui refuse de coopérer. Il n’en
demeure pas moins qu’une coopération partagée assurerait & chacun des deux joueurs un
bénéfice supérieur a celui qu’ils peuvent tirer de la solution non coopérative du jeu. Adopter
dans de telles conditions un comportement coopératif n’implique pas, non plus,
nécessairement, une motivation altruiste, ou empreinte d’équité. 11 s’apparente davantage a un
pari sur la conscience partagée d’un calcul du risque commun. Le choix d’un tel pari repose
sur les croyances de chaque joueur, sur les intentions de I’autre joueur, avec les différents
niveaux d’itérations propres a ces croyances. On retrouve ici encore le ressort de la confiance
qui se trouve confirmée et enrichie par I’expérience, lorsque le jeu se trouve répété.

Ce survol des situations dans lesquelles se manifestent des comportements coopératifs qui
ont ¢t¢ le plus souvent observés expérimentalement permet d’identifier deux facteurs de
différenciation des motifs de coopérer lies aux régles du jeu : les positions respectives
occupées par les joueurs (symetrie, asymétrie) et les conditions de déroulement du jeu (jeu a
un coup, jeu séquentiel ou répéte).

L,APPROCHE ALTERNATIVE DES NEUROSCIENCES

Les différentes hypotheéses qui ont été¢ développées, a partir de la théorie des jeux et des
protocoles expeérimentaux qu’elle a inspirés, ont montré la variété et la complexité des
ressorts de la coopération. Pour comprendre leur fonctionnement il est nécessaire de pénétrer
plus avant les mécanismes mentaux qui conduisent les individus a coopérer ou, au contraire,
a refuser de coopérer dans les diverses situations qui ont €t¢ examinées. Les neurosciences,
dans leur branche comportementale et sociale, se sont penchées sur cette question depuis une
dizaine d’années. Pour la majorité d’entre eux, ces travaux ont pris appui, comme on ’a vu,
sur une transposition expérimentale des jeux dont les conditions ont été rapidement analysées
(Jeu de I'ultimatum, jeu de la confiance, dilemme du prisonnier et méme jeu de la chasse au
cerf), en les confrontant aux données fournies par I’imagerie cérébrale. D’autres €tudes ont
¢galement cherché a déceler les effets de la sécrétion de certaines hormones, et notamment de
I’ocytocine, sur les comportements cooperatifs ou non cooperatifs des sujets au cours de ces
jeux (Kosfeld et al., 2005 ; Baumgartner et al., 2008).

En dépit de leurs références aux jeux, les contributions des neurosciences restent difficiles
a articuler avec les distinctions qui ont ét¢ mises en évidence sur la base d’une analyse
logique des situations. Dans une premicre phase, qui remonte au début des années 2000, les
recherches de neurosciences sur la coopération, sous I’'impulsion, en particulier, de Rilling et
de Sanfey, se sont essenticllement concentrées sur 1’étude du fonctionnement cérébral des



sujets participant a deux jeux, le jeu de I'ultimatum a un coup, et le jeu du dilemme du
prisonnier répété. Leur objectif était assez précisément circonscrit. Ces travaux s’efforcaient,
d’une part, de distinguer le fonctionnement cérébral des sujets lorsqu’ils sont confrontés dans
des situations identiques soit a d’autres sujets humains, soit & des machines. Ils cherchaient,
ensuite, a valider, a travers ’interaction mentale impliquée par la coopération, les fondements
neuronaux de la théorie de I’esprit, a 1’époque en plein essor (Theory of Mind, TOM)
(Callaguer et Frith, 2003). Leurs investigations des processus mentaux reliés a la coopération
portaient principalement, si ce n’est exclusivement, sur des manifestations de réactivité entre
les sujets, ou la coopération se manifeste essenticllement a travers une réciprocité. La
premicre €tape de ces travaux concerne ’interprétation des résultats recueillis au cours de ces
expériences.

Dans le jeu de I'ultimatum, c’est le fonctionnement cérébral du sujet qui se trouve conduit
a refuser le partage propose par le joueur jouant en premier, qui a été principalement étudié.
Refuser la posture consistant a accepter le partage et par conséquent rejeter la coopération, a
¢té interprété comme la manifestation d’une aversion a I'imiquité (Fehr et Schmidt, 1999,
2010), ou plus précisément comme la manifestation d’une sanction du non-respect d’un
principe de réciprocité¢ (Sanfey, Rilling et al., 2003). Le délicat probleme souleve par
I’interprétation des résultats expérimentaux en termes de comportements des joueurs
lorsqu’ils semblent renvoyer a des normes sera analysé€ plus en détail au chapitre 7 et dans
son commentaire.

Dans le jeu du dilemme du prisonnier répété, 1’analyse a porté sur les zones cérébrales
activées en fonction des réponses données par chaque joueur aux actions coopératives (ou
non coopératives) de I’autre joueur a la séquence précédente (Rilling ez al., 2002). Coopérer
s’entend ici comme une réponse positive donnée a une action coopérative, ou plus
précisément a une action percue comme ¢émanant d’une intention coopérative de l'autre
joueur. Le moteur de la coopération serait, la encore, recherché¢ dans un mécanisme de
réciprocité®.

Les mémes equipes de chercheurs ont ensuite mis en évidence I’existence d’une certaine
similitude des régions du cerveau activées dans les deux types de jeux. Plus précisément, il
s’agit du cortex paracingulaire antérieur et du sulcus temporel supérieur, deux des régions
auxquelles sont justement attribuées les bases neuronales de la théorie de I’esprit (Rilling,
Sanfey et al., 2004). Ce rapprochement semble a premiere vue contredire les interprétations
que nous avons dégagées des résultats expeérimentaux qui soulignaient les différences qui
caractérisent la coopération dans ces deux types de jeux. On peut toutefois penser, bien que la
coopération requicre des opérations mentales différentes dans les contextes respectifs de ces
deux jeux, qu’il existe n€éanmoins un certain recouvrement dans les zones du cerveau qui sont
chaque fois sollicitées. La question que nous avons souleveée se traduirait alors dans les



conditions différentes de leur fonctionnement dans les deux cas. Mais d’autres travaux sont
nécessaires pour creuser cette hypotheése.

La portée veritable des premiers résultats qui ont €t¢ rapportés reste cependant encore
limitée, en raison des hypotheses initiales sur la coopération qui sous-tendent ces expériences
et du détail des protocoles utilisés. Conformément a la théorie de I’esprit qui inspire une
majorité de ces chercheurs, ils entendent par coopération un ¢change réciproque positif
entretenu par I’attente et la révélation des intentions de 1’autre. Ce que 1’on recherche, par
conséquent, ¢’est donc moins I'intention initiale de coopérer que la réaction a une action de
I’autre que 'on suppose inspirée par une intention coopérative, (ou, au contraire, non
coopérative). Dans le jeu de I'ultimatum, c’est la réaction du cerveau du second joueur a la
proposition de partage du premier joueur qui est retenue. Dans le jeu de la confiance (ou de
I’investissement), c’est celle de I'investisseur au partage effectu¢ par le mandataire qui est
tenue pour révélatrice de la coopération (King-Casas ef al., 2005). Dans le jeu du dilemme du
prisonnier répéte, I’enclenchement du processus coopératif est traité comme une donnée, et la
recherche porte sur les réponses successives des joueurs aux intentions des autres qu’ils
induisent de 1’observation de leur comportement (Rilling et al., 2002). Ces travaux ne nous
apprennent donc rien sur le fonctionnement du cerveau du premier joueur du jeu de
I’ultimatum, lorsqu’il énonce sa proposition de partage. On peut certes imaginer, en
prolongeant la perspective de la théorie de I’esprit, qu’il anticipe 1’accueil de 1’autre joueur a
sa proposition, mais cette hypothese reste conjecturale. De méme, aucune explication n’est
donnée du rejet conjoint d’'un comportement non coopératif par chacun des deux joueurs du
dilemme du prisonnier, lorsqu’ils choisissent ensemble de coopérer a la premiere séquence
du jeu.

Une réflexion plus approfondie fait apparaitre que le cadre théorique dans lequel ces
recherches neurophysiologiques ont été menées est, d’une certaine maniére, I’inverse de celui
dans lequel la théorie des jeux, et derriére elle, I’analyse économique, aborde la coopération.
Pour les chercheurs en neurosciences, une réciprocité altruiste constitue, en quelque sorte, un
penchant naturel des cerveaux humains. Ils en veulent pour preuve la fréquence avec laquelle
les joueurs du dilemme du prisonnier adoptent une stratégie coopérative, des la premicre
séquence du jeu, lorsqu’il est répété. Son explication serait alors plutdt a rechercher au niveau
génétique dans la perspective d’une anthropologie évolutionniste. Dés lors, ce qui pose
probléme, ce sont moins les comportements coopératifs que les comportements non
coopératifs. Comme la coopération fonctionne principalement sur le mode d’un échange dont
le moteur serait la réciprocité, ces chercheurs ont ét¢ conduits a s’intéresser aux réactions
cérébrales des sujets lorsqu’ils étaient confrontés a des comportements de non-réciprocité
(Rilling et al., 2007). Ils ont ainsi observé, en reprenant le jeu du dilemme du prisonnier
répété, qu’une rupture de la réciprocité au cours du jeu engendrait, chez le joueur qui en était



victime, une activation renforcée de deux régions cérébrales spécifiques, I’insula antérieure et
une partie du cortex orbitofrontal. Ces deux régions sont traditionnellement associées, la
premicre, ’insula, a la peine et aux pertes, la seconde, le cortex orbitofrontal, a la relation
entre le ressenti affectif et le cognitif. Ces réactions a la non-réciprocit¢ du partenaire
s’accompagnent, en outre, d’une activit¢ accrue de I’hippocampe gauche prioritairement
allou¢ a la mémoire épisodique, suggérant une mémorisation instantanée plus forte des
comportements non coopératifs que des comportements coopératifs de I’autre joueur.

Cette premiere ¢laboration d’une théorie neuronale de la coopération s’oppose, de prime
abord, a la construction proposée par la théorie des jeux non coopératifs pour rendre compte
du phénomene de la coopération (et de la non-coopération) entre les individus.
L’interrogation centrale des théoriciens des jeux a son sujet peut étre formulée en ces termes :
pourquoi les joueurs préférent-ils adopter un comportement coopératif, des lors qu’ils
pourraient soit obtenir davantage (cas du joueur en premier dans le jeu de 1'ultimatum), soit
sécuriser leur gain (cas des deux joueurs dans le jeu du dilemme du prisonnier), en
choisissant de ne pas coopérer ? Les réponses a cette question sont ¢videmment varices,
puisque la motivation des joueurs a cooperer dépend étroitement des situations particulieres
dans lesquelles ils se trouvent placés qui, comme on 1I’a montré¢, sont différentes d’un type de
jeu a lautre.

Pour les chercheurs en neurosciences la question soulevée par la coopération se pose en
sens inverse : pourquoi les joueurs se trouvent-ils conduits a refuser de coopérer, alors
qu’une coopération réciproque pourrait leur assurer un gain, fit-il modeste (cas du joueur en
second dans le jeu de I'ultimatum), ou leur offrir la possibilit¢ d’un gain supérieur (cas des
deux joueurs du jeu du dilemme du prisonnier) ? Leurs réponses a cette question sont cette
fois identiques. Quelles que soient, en effet, les spécificités des jeux ou ces comportements
sont observés, on retrouve, chaque fois, le sentiment que la réciprocité n’a pas été respectée.
Cette manicre différente d’aborder la coopération oriente les recherches sur ce sujet dans des
voies distinctes, si ce n’est parfois méme opposées. Les théoriciens des jeux se trouvent
conduits a privilégier sa dimension cognitive. La coopération représente pour eux une
solution congue par les joueurs pour résoudre un probléme complexe qui leur est posé par
telle ou telle situation particuliére d’interaction. Les neurobiologistes, de leur c6té, s’attachent
plutét, a approfondir la dimension émotionnelle de la coopération. La coopération traduit
pour eux une disposition des cerveaux humains, dont il s’agit de découvrir les racines, en
deca des intentions raisonnées des individus, avant d’identifier les obstacles qui s’opposent a
sa manifestation.

\%

En dépit de ces divergences, plusieurs travaux récents portant sur la coopération,



considérée du point de vue de la théorie des jeux, et sous I’angle du fonctionnement cérébral
des joueurs tendent néanmoins a se rapprocher. Cette convergence repose sur une conviction
partagée que la coopération est un phénomeéne dynamique qui fonctionne sur la base d’une
réciprocité autoentretenue par les comportements des joueurs au cours du déroulement des
jeux. Deux facteurs ont favorisé ce rapprochement.

Du cot¢ de la théorie des jeux, plusieurs chercheurs ont, au vu des résultats
expérimentaux, transformé leurs hypotheses concernant les préférences des joueurs. Au lieu
de définir exclusivement ces préférences sur la base des conséquences attendues des actions
(cf- matrices de paiements), ils ont intégré dans la définition de ces préférences les intentions
prétées par chaque joueur aux autres joueurs, transformant ainsi les jeux classiques en jeux
psychologiques (Geanakoplos et al., 1989 ; Rabin, 1993). Cette transformation a permis de
prendre en compte, dans le mécanisme de réciprocité qui caractérise la coopération,
I’évaluation subjective par chaque individu de I’intention bienveillante, ou malveillante, de
I’individu avec lequel il interagit (McCabe ef al., 2003), et d’en tirer les conséquences sur
I’évolution de la coopération en longue période (Levine et Pesendorfer, 2007). Ces travaux
ont abouti, le plus souvent, a opposer cette motivation dérivée de la perception des intentions
des autres a la motivation, traditionnelle en théorie des jeux, des gains attendus. Ils ont,
d’autre part, invoqué un meécanisme d’imitation, pour expliquer la dynamique de cette
coopération sur le long terme.

Dans un modele a visée plus ambitieuse, Falk et Fischbacher ont d’abord montré
comment ces deux motivations des joueurs pouvaient se concilier. Ils ont, ensuite, substitu¢ a
la simple imitation un mécanisme plus complexe de réciprocité fonctionnant sur la base de
stratégies conditionnelles mises en ceuvre par les joueurs. Ces stratégies conditionnelles sont
définies non seulement en fonction des gains attendus, mais également en relation avec les
informations sur les intentions des autres joueurs, induites des coups précédents. Plus
concrétement, les joueurs, au moment d’effectuer leur choix entre différentes stratégies
alternatives, tiennent compte du caractére coopératif ou non coopératif des autres joueurs, au
vu des stratégies qu’ils ont déja mises en ceuvre (Falk et Fischbacher, 2006).

De leur cote, plusieurs chercheurs en neurosciences ont pris quelques distances avec une
version naive de la théorie de I’esprit selon laquelle nous disposerions de la facult¢ mentale
de lire directement dans ’esprit des autres (mind reading). Comprendre I’autre implique, en
effet, d’abord de pouvoir s’identifier soi-méme comme moi (le « self »), et de pouvoir ainsi
traiter ’autre comme un autre moi. Cette représentation de I'autre, tout a la fois facilite et
complique la prise en compte des intentions d’autrui, dans un contexte d’interactions
stratégiques. Se pose ainsi au cerveau le délicat probléme des niveaux de croyances
emboitées et mutuellement dépendantes (I’intention de l'autre a mon égard dépend de
I’intention qu’il me préte a son égard, et ainsi de suite...), un probléme bien connu des



théoriciens des jeux. Pour le résoudre, ces chercheurs se sont d’abord attachés a élaborer un
mode¢le calculable, inspiré de la théorie des jeux dynamiques, et baptisé, pour cette raison, jeu
neuronal. IIs ont ensuite testé sur un jeu de coopération réciproque, en I’occurrence celui de
la chasse au cerf, et ont recueilli, par I’'imagerie, les zones du cerveau activées durant le
déroulement de ces opérations (Yoshida ez al., 2008 ; 2010). I est ensuite apparu a d’autres
chercheurs, que la notion clé¢ de réciprocité, telle qu’elle était testée dans la plupart des
protocoles expérimentaux visant a détecter la coopération, se trouvait entachée d’une certaine
ambiguité, puisque, dans les jeux répétés a deux joueurs, le prédécesseur et le successeur de
chaque joueur sont la méme personne. Ils se sont ensuite attachés a distinguer les différentes
composantes des comportements coopératifs et non coopératifs construits sur la base de la
réciprocité. Ce constat les a conduits a chercher a séparer expérimentalement les éléments
tirés de I'information directe, ou indirecte, dont pouvait disposer un joueur sur I’autre joueur
au moment ou il se trouve en interaction avec lui, sur son intention de le gratifier ou, au
contraire, de le sanctionner a la séquence suivante (Suzuki et al., 2011). Ce découplage a
permis de dégager les substrats neuronaux des bases cognitives qui guident cette coopération
conditionnelle.

Ces perceées permettent aujourd’hui de concilier les contributions respectives de la théorie
des jeux et des neurosciences a la compréhension de la coopération dans une perspective
¢volutionniste. Le modele formel de réciprocité €laboré par Falk et Fischbacher conduit a la
définition d’un équilibre de réciprocité, ou plus exactement, puisqu’il s’agit d’un modele
dynamique, d’un €quilibre de reciprocation (pour reprendre le terme anglais). Ce modele
geénéral trouve autant d’applications particulicres dans les situations spécifiques qui
correspondent aux principaux jeux utilisés pour analyser les différentes manifestations de la
coopération. En effet, 1’évaluation par un joueur des intentions coope€ratives ou non
coopératives de I’autre joueur avec lequel il se trouve en interaction se fait en fonction des
contraintes stratégiques et des asymétries d’information qui caractérisent les régles de chacun
de ces jeux. Evaluer I’intention de coopérer (ou de ne pas coopérer) d’un joueur, a partir de
I’observation de la stratégie qu’il a mise en ceuvre, nécessite en effet qu’il ait dispose€, au
moment de son choix, d’autres stratégies alternatives. Le probléme posé¢ par le jeu de
I’ultimatum est pour cette raison plus délicat. 11 existe certes une bande d’équilibre de
réciprocité, mais il revient a celui qui propose la reégle de partage de I’estimer sans disposer au
préalable d’information sur les intentions coopératives de I’autre joueur. Dans le jeu du
dilemme du prisonnier répéte, en revanche, un équilibre de réciprocité peut €tre atteint par un
processus d’essais et erreurs, qu’il appartient, cette fois, aux deux joueurs, de mettre en
ccuvre en procedant a des stratégies de coopération conditionnelles. Un tel €équilibre tend
naturellement a se renforcer, sous l'effet de la répétition. Il peut néanmoins se trouver
brutalement interrompu par une action de I'un des joueurs percue par l'autre (les autres)



comme non réciproque. Ce risque s’accroit avec I’augmentation du nombre des joueurs qui
rend plus incertaine 1’accessibilité de cet équilibre de coopération.

Cette nouvelle approche de la coopération développée par la théorie des jeux, a partir
d’une dynamique de réciprocité conditionnelle, recoupe précis€ément plusieurs travaux
récents de neurosciences. Une €équipe japonaise a mis en ¢vidence les bases neuronales de
cette notion de coopération conditionnelle, en distinguant expérimentalement, dans un jeu du
dilemme du prisonnier répéte, la réaction des sujets aux comportements coopératifs (et non
coopératifs) observés ou prétés aux autres joueurs, de I'intention de récompenser ceux qui
pratiquaient la réciprocit¢ et de punir ceux qui, au contraire, rompaient cette réciprocité
(Suzuki et al., 2011). Pour y parvenir, le protocole classique du jeu du dilemme du
prisonnier a ¢ét¢ transformé. Chacun des joueurs disposait d’informations, directes ou
indirectes, sur le joueur qui I’avait précéd¢, mais ignorait celui qui jouerait apres lui, puisque
ce dernier ¢tait tiré au hasard dans un ensemble de joueurs potentiels. Cette expérience a
permis de dégager I’esquisse d’'un modele neuronal de cette coopération conditionnelle
fondée sur la reciprocation. Pour qu’un tel modele ait une suffisante généralit¢ pour rendre
compte du phénomene de la coopération, il est neécessaire qu’il puisse €galement s’appliquer
a d’autres situations de jeu. Or il semble aujourd’hui, qu’il puisse €également rendre compte
des comportements de coopération dans différents jeux de partage.

Le ressort neuronal de ce mode¢le reposerait sur le fonctionnement de deux systémes
distincts. D’un c6té, un systéme de stimulation autoréférentiel, activé par la partie médiane du
cortex orbitofrontal (OMPFC) et la partie postérieure du cortex cingulaire (PCC).
entretiendrait le processus de coopération. D’un autre c6té, un systeéme d’inhibition, activé
par la région droite dorsolatérale du cortex préfrontal (DLPFC), bloquerait ce processus er
réaction a un comportement non coopératif observé, ou présupposé tel, de la part d’un autre.
Le premier systéme constituerait le support neuronal de cet équilibre dynamique de
coopération reposant sur la réciprocité ; le second, le support neuronal de I’activité mentale
qui détecte la non-réciprocité et ajuste, en conséquence, le comportement du sujet.

Ces recherches ne sont encore qu’a leur début. Il convient de confirmer ces deux
mécanismes et de préciser la nature de l’antagonisme entre le rdle incitateur, joué par
I’OMPFC, et le role inhibiteur, joué par la partie droite du DLPFC, dans cette dynamique d
coopération. Différentes expériences ont montr¢ que lorsqu’on réduisait artificiellement
I’activité de cette partie du DLPLC, il en résultait, chez les mémes sujets, une propension plus
grande a coopérer, méme en cas de manquements a la réciprocité (Knoch et al., 2006).

I1 faut toutefois interpréter ces résultats avec prudence, puisqu’ils ont été mis en €vidence
dans le cadre différent du jeu de I'ultimatum. Plus informatives pour ce sujet, car établies a
partir d’un jeu du dilemme du prisonnier répété, sont les données transmises par des travaux



concernant I’incidence de pathologies psychotiques sur le mécanisme d’équilibration entre
I’activation de ces deux zones cérébrales. Sous I’effet de TOMPFC, il apparait que les sujet:
normaux auraient tendance a enclencher spontanément la coopération avec autrui, tout en
plagant sous le controle du DLPLC le mécanisme ainsi initié. Tel ne serait plus le cas chez les
sujets psychotiques, qui faute d’une activation suffisante de ’OMPFC, se trouveraien
contraints de recourir au DLPLC, qui fonctionnerait, cette fois, dans un sens inverse, pou
stimuler leur intention de coopérer (Rilling, Gleen et al., 2007).

Il reste encore a comprendre comment s’articulent les activations des régions de ’TOMPF(
et du PCC au cours du processus de coopération conditionnelle. Ces aires cérébrales ont,
comme on le sait, toutes les deux un role capital dans le traitement des informations relatives
a I’appréhension de l’autre en référence a soi (cf. chapitre 2). Des travaux récents suggerent
I’existence d’une certaine complémentarit¢ entre elles dans cette fonction, en distinguant ce
qui releve des apparences de 1’autre, de ce qui appartient au jugement porté sur 1’autre. Ainsi
les informations détenues par un coopérateur potentiel concernant un candidat a cette
coopération du type « il a Pair coopératif » se trouvent traitées par le PCC, tandis que le
formulation d’un jugement qu’il porterait sur lui, comme, par exemple, « il est coopératif »,
mobilise ’TOMPFC (Moran et al., 2011).

Se pose, enfin, la question de la coordination entre le systtme qui entretient la
coopération conditionnelle (OMPFC et PCC) et le systtme qui permet de I'interrompr:
(DLPFC). Sur ce point, des recherches concernant les troubles mentaux occasionnés par de:
Iésions observées dans ces différentes régions cérébrales sur la manifestation (ou la non-
manifestation) des comportements coopératifs fournissent de premiers matériaux. D’autres
¢tudes portant sur la plasticit¢ comparée de 'OMPFC et du DLPFC chez des patients atteint
de lésions dans I'une ou l'autre de ces régions apportent des compléments d’information
(Forbes et al., 2012).

Est-il possible, a partir de ces résultats, de reconstituer une manicre de circuit cérébral de
la réciprocit¢ qui constituerait la base neuronale de cette coopération conditionnelle sur
laquelle repose, en définitive, I’essentiel de la dynamique coopérative ? Une analyse plus
détaillée de I’incidence de deux pepsines chimiques, principalement 1’ocytocine, mais
¢galement la vasopressine, sur les comportements susceptibles d’€tre associés a cette
coopération conditionnelle, semble pouvoir fournir quelques informations dans cette
direction. On sait que 1’ocytocine et subsidiairement la vasopressine sont deux produits qui,
comme la dopamine, ont des effets ciblés sur 1’activation de certaines régions identifices du
cerveau. L’idée est ainsi venue a des chercheurs de comparer les comportements observés
chez des joueurs ayant inhalé une dose de ces produits avec ceux des joueurs auxquels on
avait donné un placebo, au cours de jeux dont on soupgonnait que la dynamique reposait sur
un mode de coopération conditionnelle. Ces expériences ont d’abord été réalisées dans le



cadre d’un jeu de l'investissement (Kosfeld er al., 2005), puis, dans celui d’un jeu du
dilemme du prisonnier répété, complétées, dans le second cas, par une investigation en
neuro-imagerie (Rilling et Sanfey, 2011).

Dans le cas du jeu de I'investissement, ou 1’effet seul de ’ocytocine a été teste, il ne s’est
manifesté¢ que lorsque les joueurs €taient confrontés a d’autres joueurs. Il n’a pas été observe,
en revanche, lorsque les joueurs savaient qu’ils jouaient avec un ordinateur programme¢ par
un algorithme. Plus significatif, son incidence n’a été sensible que sur le comportement de
I’investisseur. Les joueurs dans ce role qui avaient absorbé de I’ocytocine ont proposé de
plus larges sommes aux mandataires que ceux qui avaient recu des placebos. En revanche
I’ocytocine s’est révelee sans effet sur les comportements des mandataires, dont les
propositions de partage ont ¢t¢ similaires dans les deux cas. Or nous savons que dans ce type
de jeu la position des deux joueurs n’est pas symétrique. Dans le jeu de I'investissement, en
effet, seul 'investisseur, prend sa décision sans connaitre comment se comportera 1’autre
joueur. C’est donc sur lui que repose I’engagement du jeu dans la voie d’une coopération
conditionnelle qui s’organisera sur la base d’une réciprocite. Il n’en va pas de méme pour le
mandataire qui, jouant en second, peut d¢ja interpréter la décision de I'investisseur de lui
confier une somme d’argent comme la manifestation d’une volont¢ de coopération
conditionnelle. La prise de risque au sens strict repose donc initialement sur I’investisseur.
Mais lorsque I’investisseur est devant un autre joueur humain — et non pas devant une
machine — ce risque dépend enticrement du comportement qu’adoptera le mandataire. Pour
I’investisseur, par conséquent, ce risque varie en raison inverse du degré de confiance qu’il
accorde a priori au mandataire. L’effet de ’ocytocine observé seulement chez I’'investisseur
lorsqu’il se trouve confronté¢ au mandataire semble donc vérifier ’hypothese du rdle initial
joué par un mouvement d’empathie confiante, qui correspond précisément aux activités des
zones du cerveau dynamisées par I’ocytocine.

Dans le jeu du dilemme du prisonnier répété, les chercheurs ont testé a la fois les effets de
I’ocytocine et ceux de la vasopressine. On retrouve dans leurs résultats la différence observée
lorsque les joueurs jouent face a d’autres joueurs ou devant un ordinateur, confirmant ainsi
que P’effet de I’ocytocine ne favorise la coopération que lorsque cette coopération s’organise
entre des étres humains. Cependant, s’agissant d’un jeu symétrique, ou les mémes joueurs
occupent alternativement le role du joueur en premier et celui du joueur en second, aucune
différence n’a ét€ observée entre I'un et ’autre de ces deux rdles et des modifications de
comportement qui seraient imputables a I’absorption de ces produits. Les comportements de
ceux qui les ont absorbés se révelent a peu prés identiques, dans les deux cas, a ceux
auxquels on a donné des placebos. Des différences apparaissent assez nettement, en
revanche, au niveau des manifestations de la réciprocité. Ainsi ’ocytocine accroit nettement
les manifestations de réciprocité positive (« je vais coopérer, parce que tu as coopéré au coup



précédent »), mais ne semble pas modifier trés sensiblement les réactions de réciprocité
négative (« je ne coopérerai pas, parce que tu as fait défaut au coup précédent »). Elle aurait
méme plutot tendance a les atténuer. Le mécanisme de réciprocité, sur lequel se construit la
confiance, au terme d’un échange de coopérations conditionnelles, semble donc ici confirmé
par le renforcement opéré sé€lectivement par 1’ocytocine.

Cela fait dé¢ja assez longtemps que de nombreux travaux ont mis en évidence le rdle de
I’ocytocine dans la stimulation des attitudes et des comportements coopératifs envers autrui,
et plus généralement des manifestations d’empathie et de plaisir partagé avec autrui. L’intérét
supplémentaire de ces dernieres recherches est de mettre en évidence leurs effets sur les
comportements des sujets dans deux types de situations interactives distinctes, ou
I’émergence et le renforcement de la confiance jouent un r6le déterminant (jeu de
I’investissement, jeu du dilemme du prisonnier répété). La seconde étude révele en outre le
role spécifique, en la maticre, d’un circuit différent, mais encore mal connu, régulé par un
autre neurotransmetteur, la vasopressine. La vasopressine agirait notamment sélectivement
sur la connexion entre ’amygdale et une partie de I’insula, souvent associée a une sensation
désagréable. Son activation, paradoxale de prime abord, pourrait cependant s’entendre ici
comme le signal d’un risque de désagrément social qu’un comportement interactif prosocial
pourrait permettre d’éviter. Sans entrer dans les détails neurophysiologiques fournis par
I’imagerie, les expériences de cette dernicre ¢tude permettent d’identifier avec plus de
précisions les différentes zones du cerveau qui sont activées et connectées et celles qui sont
désactivées, au cours de cette dynamique de reciprocation qui caractérise le fonctionnement
de la coopération conditionnelle. Cette réciprocité conditionnelle répétée qui, selon nous,
fournirait la clé¢ de la coopération entre les individus se trouverait ainsi modulée par des
mécanismes cérébraux complexes a l’origine de ce que I'on nomme communément la
confiance.

Deux observations importantes doivent étre soulignées en conclusion a leur sujet. En
premier lieu, cette stimulation de la confiance, sous I’effet de ces neurotransmetteurs,
intervient en réponse au comportement d’un autre (reciprocation). Mais ce comportement de
I’autre peut étre observé, comme dans le cas du dilemme du prisonnier répété, ou anticipé ou
méme seulement imaginé, comme dans celui de I’investisseur, dans le jeu de 'investissement.
La confiance fait donc intervenir ’interprétation, par le sujet, du comportement attendu de
I’autre, avec tout ce qui contribue a cette interprétation (apparence, réputation, mémoire,
désir...). En second lieu, ce renforcement de la confiance par I’action des neurotransmetteurs,
ainsi circonscrite, s’accompagne d’une réduction dans I’appréhension émotionnelle du risque
qui accompagne, chez un sujet, I’action d’un autre qu’il ne contrdle pas, mais dont dépend sa
situation. Il s’agit, toutefois d’un risque particulier, puisque sa matérialisation dépend
enticrement ici du seul comportement de cette autre personne. Nous verrons, par la suite, que



I’introduction de cette dichotomie entre les risques, selon qu’ils sont imputables a
I’environnement, ou a une personne particuliere, se retrouve au niveau des types de
confiance qui seront distingués.

D

Plusieurs faits concernant la coopération entre les individus semblent aujourd’hui établis.
En premier lieu, il se confirme, d’expériences en expériences, qu’une large majorité de sujets
se trouve disposée a engager une coopération avec les autres, lorsque cette occasion leur est
offerte. Ainsi dans un trés grand nombre de cas, le joueur qui joue en premier dans ces
différents jeux expérimentaux opte pour la coopération, méme lorsqu’il s’agit de jeux
asymétriques a un coup. Un tel comportement ne peut donc pas s’expliquer ici par la
dynamique de réciprocité précédemment esquissée, sauf comme nous ’avons suggéré, dans
la perspective imaginaire d’'une amorce de ce processus. Son origine serait donc peut-étre a
rechercher en amont, au niveau de la génétique. Des travaux comparatifs avec des
comportements observés chez certaines espéces animales, et en particulier les chimpanzés,
sont a cet égard instructifs, tant par les similitudes que par les différences qu’elles mettent en
¢vidence (Boesch et Tomasello, 1998 ; Cosmides et Tooby, 2005 ; Langergraber et Boesch,
2011).

En second lieu, la coopération elle-méme est un phénomene qui n’est intelligible que dans
une perspective dynamique. C’est 1'une des raisons pour lesquelles le cadre initial
structurellement statique, dans lequel a été initialement ¢laborée la théorie des jeux, s’est
d’abord révélé inadapté pour en rendre compte. Les choses ont changé, comme on I’a
montré, avec le nouveau formalisme des jeux dynamiques. Plusieurs raisons peuvent étre
avancées pour expliquer la fécondité de ce nouveau cadre théorique pour recueillir,
regrouper et formaliser les informations d’origine psychologique expérimentale, neuronale,
voire génétiques, concernant la coopération. Il permet de dégager, par-dela les regles initiales
d’un jeu considéré, des regles implicites que les joueurs ¢€laborent au cours de son
déroulement. Les regles de réciprocité qui s’instaurent par I’'intermédiaire de ce que nous
avons appelé la reciprocation en fournissent une illustration. Elles permettent aux joueurs, et,
par extension, a tous les individus placés dans les mémes situations ou dans des situations
analogues, d’entretenir une pratique coopérative qui, sauf accident, se renforce avec le temps.

D’autres régles ont été proposées qui seront étudiées et discutées dans les chapitres
suivants. Le concept central d’équilibre en théorie des jeux s’est trouvé modifié dans cette
perspective dynamique. Il se construit au cours du jeu, au gré d’'un mécanisme complexe
d’actions/réactions qui fait intervenir, a chaque séquence, la mémoire des coups précédents et
I’anticipation que les joueurs en tirent pour les coups suivants, sur la base de cette
observation. En outre, I’évaluation des joueurs qui guident leurs anticipations ne dépend pas



seulement de leurs gains attendus du fait de la coopération, mais, également, des intentions
coopératives (ou non coopératives) des autres joueurs susceptibles d’étre induites de leurs
actions observées. La coincidence positive de ces deux dimensions a méme permis a certains
auteurs de proposer une nouvelle définition de 1’équilibre, entendu comme un « état mental »
percu comme satisfaisant et qui serait partagé par les joueurs (Bhatt et Camerer, 2005). Les
nombreux travaux menés par les chercheurs en neurosciences pour saisir les bases
neuronales de la coopération ont ainsi trouvé un support dans cette nouvelle définition d’un
équilibre. Il est, en effet, possible de mieux connaitre maintenant le fonctionnement des
cerveaux correspondant a cet état mental associ¢ a une forme d’équilibre coopératif.

Le role particulier jou¢ par la temporalité dans ’émergence et le développement de la
coopération doit ici €tre précise. Si les expériences directes induites de 1’observation des
actions des autres au cours des séquences précedentes représentent, pour le sujet, autant
d’indices des intentions des autres de coopérer (ou de ne pas coopérer), ils ne sont pas les
seuls. Faute d’expériences réelles, les apparences des autres peuvent fournir les ¢léments
d’une sorte de mémoire imaginaire, construite par rapprochements avec d’autres expériences
passées. Ainsi les souvenirs accumulés a partir d’expériences anterieures, avec d’autres
personnes, contribuent a alimenter I’intention de coopérer. En outre, le réle joué par la
répétition dans le processus de mémorisation est aujourd’hui connu. Il intervient ici dans la
stabilisation du mécanisme de reciprocation que 1’on trouve a la base des interactions
coopératives. On sait, par exemple, qu’au bout d’un certain nombre de répétitions et apres un
laps de temps suffisant, le cerveau anticipe le comportement d’autrui, sans attendre la
confirmation apportée par la derniere séquence observée. Cette mémorisation antérieure pese
fortement dans la projection mentale qui conduit les sujets a coopérer. On I’a notamment
vérifié lorsque la volonté de coopérer au cours de séquences répétées se manifeste chez des
sujets, qui, forts de leurs expériences antérieures avec d’autres joueurs, sont préts a coopérer
avec la nouvelle personne en face d’eux qu’ils ne connaissent pas. Enfin, transformer les
informations recueillies sur les comportements des autres en un jugement porté sur eux,
méme temporaire, fait nécessairement intervenir la durée. C’est ainsi que se forment
notamment les réputations qui, en engendrant la confiance, facilitent la coopération. Quant
aux stratégies visant une coopé€ration, méme conditionnelle, elles font intervenir des
anticipations sur un horizon temporel de longue période, qui exige un travail cognitif
important et mobilisent les régions cérébrales correspondantes. De telles anticipations, qui
portent sur un systeme d’interactions, sont d’autant plus fines qu’elles nécessitent différents
niveaux d’itérations (je pense que l’autre coopérera, je pense que I’autre pense que je pense
qu’il coopérera, etc.). Ce mode de raisonnement se complique encore, lorsque le nombre des
joueurs augmente. On retrouve ici la question de la confiance et ses liens avec les réseaux.
Loin par conséquent d’étre primaire et spontané¢, le raisonnement qui conduit a ’adoption



d’une stratégie coopérative peut au contraire se révéler beaucoup plus élaboré.

Le troisieme acquis concerne la diversité des opérations mentales qui concourent, ou
peuvent concourir, a la coopération, selon les formes variées sous lesquelles se présentent
aux individus les occasions de coopérer. Apres avoir d’abord cru pouvoir regrouper dans un
méme moule les diverses informations fournies par I’imagerie cérébrale au cours des
différents jeux expérimentaux qui ont été rapportes, les chercheurs en neurosciences ont
maintenant une autre représentation de D’activite¢ cérébrale qui guide la coopération. En
¢tudiant en détail les corrélats neuronaux correspondant aux spécificités de chaque jeu, les
différentes motivations de I’investisseur et du mandataire dans le jeu de 'investissement (Van
den Bos ef al., 2009), la formation et les corrections des anticipations des joueurs, au cours
du jeu du dilemme du prisonnier répeté (Suzuki, 2011), le modele spéculaire de raisonnement
des chasseurs dans la chasse au cerf (Yoshida et al., 2010), ils ont réussi a mettre en évidence
une grande vari¢t¢ de mécanismes, le plus souvent complexes. Cette découverte traduit
d’abord les propri¢tés de plasticité et de modularité qui permettent aux cerveaux humains
d’adapter le traitement de la coopération aux variétés des situations sociales dans lesquelles
elle se manifeste. L’évolution récente des recherches sur la coopération en neurosciences les
rapproche, comme nous I’avons montré, des travaux d’approfondissement des différentes
logiques de situations qui caractérisent ces jeux. La propri¢t¢ d’adaptabilité des réseaux
neuronaux sollicités permet d’expliquer, notamment, comment se construisent, par
I’intermédiaire de I’interaction des cerveaux, des regles tacites entre les joueurs, chaque fois
différentes, destinées a favoriser et a renforcer la coopération. Elles ne sont pas exactement
les mémes lorsque la coopération porte sur un probleme de partage (jeu de 'ultimatum et de
I’investissement), ou sur la question d’actions coordonnées visant I’acquisition d’un avantage
commun (jeu du dilemme du prisonnier et de la chasse au cerf, jeux des biens publics). Des
sous-distinctions seraient a introduire dans cette seconde catégorie, selon que le non-
coopérateur pourrait (dilemme du prisonnier) ou ne pourrait pas (chasse au cerf) exploiter a
son profit les actions a visée coopérative des autres. Quant aux regles tacites de coopération
¢laborées par les joueurs au cours du déroulement de ces différentes situations de jeux, elles
peuvent s’entendre comme des ferments de sociabilité¢ qui facilitent le développement social
de la coopération.

Deux ressorts principaux de la coopération s’imposent toutefois assez généralement, par-
dela la diversité des circuits cérébraux activés et désactivés en chaque circonstance. 11 s’agit,
d’une part, d’une prédisposition a coopérer, attribuable a I’appartenance des sujets a un
méme groupe, ou peut-étre, plus largement, & une méme espéce. On observera que
I’attractivité de cette prédisposition varie entre les groupes (degrés de proximité, systéme
culturel...), mais également d’un individu a Pautre. Des facteurs génétiques y jouent sans
doute un role qui commence a étre identifié, mais ils ne suffisent pas a en rendre



completement compte. Des éléments culturels, mis en évidence a ’occasion d’autres travaux
d’ordre socioanthropologique, portant notamment sur la confiance, peuvent également
contribuer a expliquer des comportements qui traduisent, de la part de ceux chez qui ils sont
observés, une confiance aux autres que 1’on pourrait qualifier d’« inconditionnelle », par
opposition a la confiance « conditionnelle » qui s’instaure peu a peu, au fil des interactions
interpersonnelles (Krueger et al., 2007).

On retrouve, d’autre part, dans presque toutes les manifestations de coopération qui ont
¢té¢ etudices, la référence a un meécanisme de reciprocation, qui fait intervenir a la fois,
comme on I’a vu, des composantes affectives et des composantes réflexives. Ces différentes
composantes se trouvent activées selon des modalités diverses. L’¢tude de leur systeéme de
fonctionnement a débuté en partant de I’hypothése que cette reciprocation pourrait reposer
sur des stratégies conditionnelles mutuellement pratiquées par les coopérateurs. Cette
hypotheése d’une interaction de stratégies conditionnelles réciproques a fait 1’objet d’un
modele sous forme de jeu (Falk et Fischbacher, 2006). Elle a, d’une certaine manicre, €te
validée au niveau neuronal, dans le cas d’un jeu du dilemme du prisonnier répéte (Suzuki et
al., 2011). Elle peut également rendre compte d’autres situations, ou s’instaure une manicre
d’équilibre coopératif. Il reste cependant a vérifier si cette apparente similitude correspond
effectivement aux mémes supports neuronaux, dont les modalités de fonctionnement seraient
alors seulement modifiées pour s’adapter aux caractéristiques particulicres de ces différentes
situations.

La transposition de ces résultats, principalement établis a partir d’échantillons limités sur
des relations directes de personne a personne, a des populations plus larges d’individus n’est
pas immédiate. Or c’est a cette échelle que les conséquences économiques et sociales des
phénomeénes de coopération sont les plus significatives et socialement les plus déterminantes.
Nous avons montré dans le chapitre précédent que des travaux récents, concernant
I’organisation de la communication en réseaux sociaux et le fonctionnement de tels réseaux,
ouvrent des perspectives sur le passage du niveau strictement interindividuel de la
coopération a un niveau plus proche du collectif. La coopération représente un facteur
majeur de transmission de la sociabilité, qui transite de plus en plus aujourd’hui par
I’organisation de réseaux. C’est pourquoi il devient nécessaire de relier plus étroitement les
recherches en cours sur les déterminants neuronaux de la coopération aux travaux menés sur
la communication des hommes a travers ces réseaux sociaux.



Commentaire Le « nous » de la coopération
et les modes de confiance

Ce chapitre a abord¢ une étape supplémentaire des interactions. Au « raisonnement par
équipe », et méme au jeu de la chasse au cerf, correspondait déja une prise en compte du
collectif. Mais choisir la coopération dans le dilemme du prisonnier et plus généralement dans
le dilemme des biens publics exige de se rapporter au collectif en tant que différent des
individus. Le raisonnement par équipe requiert seulement de se placer du point de vue du
groupe. La coordination collective de la chasse au cerf exige de passer d’un controle
individuel direct a un contrdle collectif interactif, voire indirect. Mais il reste clair, dans
chacune de ces deux situations, qu’une fois parvenu au point de vue collectif, chaque
individu a intérét a y rester. En revanche, dans le dilemme des biens publics, une fois que
nous avons choisi la coopération, il devient au contraire intéressant, individuellement, de la
trahir. Poursuivre la coopération dans ce cadre, c’est donc faire le choix du collectif contre
les intéréts individuels. Nos sociétés humaines sont habitées par cette tension entre le choix
du collectif et la possibilité pour des individus de tirer profit de la coopération des autres.

Nous avions rappelé que passer au point de vue du collectif impliquait un saut. Mais ce
saut, 1’évolution avait pu le faire pour nous. Il suffisait que la coexistence quelque peu
compétitive entre les espéces se combine avec des mutations des individus pour amener des
lignées dotées de caractéres plus sensibles aux relations de groupe a survivre et a se
reproduire avec un peu plus de succeés que les autres, pour que, dans une population, des
traits qui renforcent les possibilités de coordinations collectives deviennent dominants.
L’espéce humaine étant une de ces especes « sociales », le mode par défaut pour chacun de
ses membres est d’adopter le point de vue du groupe. Le mode individualiste est alors un
mode moins fréquent.

On notera que les mécanismes de 1’évolution finissent par obtenir les mémes effets que
I’équilibre entre point de vue collectif et point de vue individuel que nous avons esquisse
dans le chapitre précédent. Une fois qu’a I’échelle collective d’une lignée, des traits
coopératifs sont apparus, ils avantagent bien les individus membres de cette lignée, du point
de vue de leur groupe — par des phénomenes d’entraide ; et les tendances des individus sont
bien alors celles qui améliorent les chances de cette lignée de se reproduire, voire de
s’étendre.

Cette coordination — voire coopération — comme mode par défaut semble bien apparaitre
dans les jeux du dictateur (un joueur choisit la répartition que 1’autre ne peut refuser) et de
I’'ultimatum (le partenaire peut ou non accepter cette répartition). La tendance dominante des
joueurs est de choisir une répartition qui ne soit pas trop inégalitaire. Dans les dilemmes du



prisonnier et des biens publics, cette tendance apparait aussi, mais la tentation individualiste
peut s’auréoler des lauriers de la prudence de la rationalité stratégique, puisqu’elle combine
stratégiec dominante (préférable y compris dans le cas ou autrui ne coopérerait pas) et
équilibre de Nash. Dés lors, la dominance de la tendance atavique a la coopération n’est plus
si aisée a interpréter ni a conserver. Mais du coup, pour ne pas céder a la tentation de
I’exploitation des coopérateurs, il faut accorder une valeur au collectif supérieure a celle des
intéréts individuels ; et, pour ne pas jouer la prudence en faisant défection, il faut que notre
confiance ou notre espoir dans le collectif surpasse notre crainte des exploiteurs individuels.
De plus, dans le dilemme des biens publics (mais pas dans celui du prisonnier), quand nous
coopérons, c’est en ne sachant pas qui parmi les membres du collectif va coopérer et qui
pourrait faire défection. Cela reste dans le vague. Or c’est une caractéristique des sociétés
humaines, dés que la population est suffisamment nombreuse, que ’on n’ait plus de moyen
individuel de s’assurer des conduites de chacun des autres. La confiance devient alors non
plus une confiance en autrui, mais une confiance dans le collectif, un collectif dont, pour
chacun des membres, une partie des membres reste anonyme.

C

On voit que le terme de confiance peut recouvrir des processus bien différents. Notre
tendance atavique a coopérer ne semble pas mériter le nom de confiance, puisque nous ne
faisons alors que suivre une tendance héritée de I’évolution. Cette tendance n’implique pas
I’incertitude sur autrui qui est un composant du concept de confiance, celle-ci consistant a
surmonter celle-1a. Les coordinations collectives du type de la chasse au cerf peuvent exiger
de la confiance, puisque nous devons faire le pari que les défaillances des partenaires ne
seront pas trop importantes. Mais cette incertitude ne remet pas en cause la dominance du
point de vue du collectif, une fois que nous sommes parvenus a considérer les choses de ce
point de vue et que nous avons atteint I’équilibre entre points de vue collectif et individuel.
Atteindre cet équilibre, c’est ce a quoi nous amene 1’éducation interactive que nous avons
tous recue. Comme on I’a dit, nous sommes les sujets d’apprentissages qui se poursuivent
tout au long de notre vie. Qui dit apprentissage dit a la fois cadres présupposés pour cet
apprentissage — i1l nous faut des repéres — et sensibilité aux différences par rapport a nos
attentes. On peut se demander quel est le degré de normativité de ces cadres. Une premicre
théorie des économistes pour expliquer la coopération dans le dictateur et I'ultimatum était
que nous avions une aversion a I’iniquité — au sens de distribution inéquitable, voire inégale,
des gains. Mais les expériences ont montré que nous ne jugeons pas simplement selon les
résultats de la répartition, selon les conséquences des choix des joueurs. Nos évaluations
changent si nous prétons attention aux intentions des partenaires. Notre apprentissage reste
donc interactif. Il nous améne seulement a adopter une attitude coopérative au sein de notre
groupe, surtout quand nous en connaissons tous les membres, tout en restant sensible a



I’incertitude des coordinations collectives. Notre éducation nous fournissant les cadres de
notre vie sociale, cadres que nos conduites ne cesseront de présupposer, nous pouvons ici
parler d’une confiance-cadre.

En revanche, dans le dilemme du prisonnier ou des biens publics, on parlera plutét d’une
confiance-pari, parce qu’il nous faut surmonter notre incertitude pour parvenir a la
confiance, au lieu que cette confiance se présente a nous d’emblée comme I’attitude sociale
de base entre membres connus d’'un méme groupe. On peut se demander si dans le Trust
Game, c’est la confiance-cadre ou la confiance-pari qui est en jeu. La sensibilité aux
intentions des partenaires est saillante dans le Trust Game (Falk, Fehr, Fischbacher 2008), et
il faut que I’'investisseur y parie sur la tendance du mandataire a lui renvoyer une partie de ses
gains. Si dans un jeu en un coup, on peut penser demeurer dans la confiance-cadre, la
répétition du jeu implique des ajustements en fonction des précédentes réactions, et semble
plutét relever de la confiance-pari.

Les deux modes de confiance semblent nécessaires au fonctionnement des sociétés
humaines. La confiance-cadre est nécessaire pour permettre aux apprentissages sociaux de
disposer d’un cadre stable de référence — ainsi dans le milieu familial, ou dans le groupe des
connaissances. La confiance-pari est aussi nécessaire, justement pour permettre des
extensions a des réseaux de relation plus larges que celles de groupes ou nous connaissons
tout le monde.

R

La neuroéconomie nous conduirait-elle a oublier cette différence entre modes de
confiance ? On pourrait le croire car, dans le flot d’é¢tudes sur I’effet d’hormones comme
I’ocytocine (oxytocin en anglais), on a souvent du mal a retrouver ces différences entre
confiance-pari et confiance-cadre, entre confiance entre membres quelconques d’une société
qui peuvent ne pas se connaitre et confiance réglée sur des stéréotypes de relations a
I’intérieur d’un groupe connu. Des études comme celle de Baumgartner (2008) ne font pas
cette différence et suggerent simplement que 1’ocytocine réduit ’appréhension, ce qui vaut
¢videmment aussi bien pour la confiance-cadre que pour la confiance-pari. Revenons aprées
Christian Schmidt sur quelques autres particularités des effets de cette substance.

Une revue d’un grand nombre de ces travaux (K. et T. MacDonald, 2010) montre que
I’ocytocine est liée aux interactions sociales. Une interprétation moins spécifique serait que
I’ocytocine est essentiellement un anxiolytique (Evans et al., 2013), ce qui ferait supposer
quelque anxiété dans nos relations sociales. Cependant, si on compare des réactions a des
images d’humains qui sont saillantes émotionnellement et des réactions des images de scenes
porteuses d’émotions mais sans interaction sociale (situations dangereuses), 1’injection
d’ocytocine réduit la portée des saillances émotionnelles qui pourraient donner lieu a



interaction sociale, mais pas celle des images de scenes non interactives. De méme, si des
sujets soumis a ocytocine montrent plus de confiance dans la tendance de partenaires a leur
renvoyer 1’ascenseur (dans le Trust Game), cela ne vaut que si le risque est pris dans un
contexte d’interaction, pas s’il s’agit d’une loterie. Une hypothese évolutionniste (par exemple
Churchland, 2011) est que I’ocytocine joue d’abord un role dans I’attachement de la mere a
ses enfants, et que son fonctionnement a ensuite €té « recruté » pour des fonctions de
socialisation plus larges.

Mais de quelle socialité¢ s’agit-il ? De Dreu (2012) se basent sur leurs propres études
précédentes pour soutenir que I’ocytocine accroit la confiance — ou diminue la méfiance —
surtout vis-a-vis des membres de notre propre groupe, et bien moins pour les membres
d’autres groupes. Elle pourrait méme diminuer la préférence pour une répartition équitable
dans des jeux avec des partenaires anonymes (Pfeiffer, 2013). L’ocytocine peut d’ailleurs
aussi bien accroitre 1’agressivité vis-a-vis des intrus que renforcer la bienveillance pour les
proches ou les membres du groupe. Lambert et al. (2014) vont jusqu’a penser que
I’ocytocine n’accroit pas la capacité a détecter les personnes dignes de confiance, mais plutot
la capacité a détecter celles qui ne le sont pas, ce qui en ferait un facteur de ségrégation entre
mon groupe et les autres groupes. Certes, Shamay-Tsoory et al. (2013) ont trouvé que chez
des sujets soit israéliens soit palestiniens a qui on demande d’évaluer la souffrance manifestée
par des personnes prises en photo, et leur propre empathie avec cette souffrance, I’ocytocine
accroit la sensibilité a la souffrance des membres du groupe adverse, alors qu’elle n’a pas
d’effet pour la sensibilité aux membres du groupe d’appartenance. Mais on peut penser que
c’est 1a un effet de la présentation de souffrances et de questions portant sur le degré
d’empathie.

Notre hypothése pour tenter de rendre compte de ces expériences dont les résultats
semblent aller dans des directions assez vari€es est que I’ocytocine a surtout des effets dans
des situations ou on pourrait osciller entre deux options : traiter une personne comme nos
proches ou nos relations, ou bien la traiter comme n’¢tant pas des notres. Le cas de la
souffrance est particulier, parce que normalement notre empathie en ce domaine va au-dela
de notre groupe. Dans d’autres cas, la différence entre les deux groupes est déja fixée. Or ce
ne sont donc pas dans les situations déja tranchées que ’ocytocine peut avoir un effet. Ainsi
dans I’expérience citée, I’ocytocine n’accentue pas ’empathie pour le groupe d’appartenance.
Ou encore, 'ocytocine n’atténue pas la différence que nous faisons entre des visages dont
I’orientation implique une saillance sociale forte (ils sont tournés vers nous) et ceux qui ne
présentent pas cette saillance.

Il faut d’ailleurs distinguer ici entre la présence endogeéne d’ocytocine et les effets de son
injection exogene. Dans le Trust Game, de hauts niveaux endogenes d’ocytocine sont bien en
corrélation, chez le receveur ou mandataire, avec un retour de sommes plus importantes a



I’investisseur. Autrement dit, la présence endogeéne d’ocytocine est un indicateur que le sujet
se sent dans une relation de proximité avec ses partenaires. Zak et Fakhar, (voir Zak, 2006) ;
Zak a multiplié les publications qui mettent ’ocytocine a la base des interactions sociales,
avec sans doute un enthousiasme un peu excessif ; certains ont critiqué sa tendance a
surinterpréter ses résultats (Conlisk, 2011) et ont d’ailleurs noté (en comparant un jeu de
Trust Game avec un jeu qui donnait des gains similaires, mais qui était en fait une loterie)
que le taux d’ocytocine endogéne augmente chez le receveur de I'investissement seulement
une fois que l’'investisseur a donné un signal de sa confiance en envoyant une somme
importante.

Mais ce qui nous intéresse ici, ce sont les influences d’une injection exogene (injection
intranasale, sans qu’on sache clairement comment 1’ocytocine peut passer la barriere qui
protege le cerveau de substances d’origine externe). Or celle-ci a un effet dans des situations
ou le sujet peut se poser des questions sur sa relation avec un nouveau partenaire. Ainsi dans
le jeu de l'ultimatum et le jeu de la confiance (7rust Game), le proposant est dans
I'incertitude : le partenaire va-t-il accepter la répartition proposee, le receveur de
I’investissement va-t-il renvoyer ’ascenseur ? L’injection d’ocytocine a donc un effet sur
celui qui est dans D’incertitude, sur I'investisseur, comme 1’a rappelé Christian Schmidt. Elle
n’en a pas sur les choix du receveur de la somme investie, le mandataire, qui n’est pas dans
cette incertitude. Dans le jeu du dictateur, ou le partenaire receveur ne peut influer sur celui
qui décide de la répartition, 1’ocytocine n’a pas d’effet sur le décideur. Celui qui répond a
I’interaction sans avoir a se soucier d’un retour futur n’est pas influencé par une injection
d’ocytocine.

L’ocytocine est-elle plutot liée a la confiance-cadre ou a la confiance-pari ? Notre
hypothése est que 1’ocytocine endogene est liée a I'installation d’une confiance-cadre, alors
que l’injection exogeéne d’ocytocine a un effet significatif dans les conditions ou il faut
décider de se lancer ou non dans une confiance-pari. Ainsi, les premiers contacts entre mére
et progéniture déclenchent une montée endogene d’ocytocine, qui est donc liée au démarrage
de la confiance-cadre la plus basique. Inversement, une étude montre que I’injection
d’ocytocine n’a pas d’effet sur le degré d’empathie de sujets vis-a-vis de la souffrance de
leurs parents, et ces relations entre proches ressortent de la confiance-cadre. Mais ensuite,
I’ocytocine intervient surtout dans des situations ou il s’agit de démarrer une relation de
confiance. Or les relations sociales qui dépassent le cadre des proches ou du groupe
d’appartenance nous exposent a des situations de confiance-pari — dont certaines vont ensuite
donner lieu a une confiance-cadre.

T

L’inspiration évolutionniste que nous signalions chez Churchland a propos de 1’ocytocine,



nous la retrouvons, liée a des calculs économiques, dans des modéles proposés par Gintis,
Bowles, ou Zak. La coopération émerge comme un résultat collectif, a 1’échelle d’une
population. Les mod¢les proposés font alors interagir des acteurs qui sont supposés chacun
appartenir a un type stylis€ fixé : des coopérateurs qui cooperent inconditionnellement
— nommes « altruistes » ; des individus qui coopérent si les autres coopérent, voire qui ne le
font que si de plus les non-coopérateurs encourent eux-mémes des sanctions. Ces derniers
peuvent se diviser en ceux qui recherchent leur propre intérét mais s’adaptent aux tendances
de ceux qui les entourent, les « machiavéliens », un sous-groupe des acteurs centrés sur leur
propre intérét, et en ceux qui ont tendance a coopérer si leurs partenaires cooperent, qu’on
peut appeler des altruistes « si réprocité » ou « conditionnels ». Parmi ces derniers, on peut
trouver ceux qui présentent une « réciprocité forte ». Ils vont plus loin que les autres
altruistes « si réciprocité ». Ceux-ci cooperent si les autres cooperent, ou s’ils peuvent en
espérer des bénéfices futurs, par exemple par des effets de réputation, et font défection dans
les cas contraires. Les individus a forte réciprocité non seulement cooperent, mais punissent
les non-coopérateurs méme s’ils ne peuvent espérer de cette conduite de punition aucun gain
présent ni futur.

Ces divisions entre des types d’acteurs semblent exiger des séparations plus rigides entre
les conduites des individus que celles qu’on peut observer dans des interactions sociales.
Ainsi, Daltruiste pur est censé coopérer non seulement avec ceux qui lui ont laiss€ des
expériences positives de coopération mais aussi avec des acteurs anonymes. Or quand on
observe dans le cadre restreint d’une expérience un sujet réel qui présente cette conduite, on
ne peut exclure qu’il agit ainsi parce qu’il projette sur ces acteurs anonymes les lecons qu’il a
tirées d’interactions coopeératives avec des acteurs avec qui il était en échange régulier.
Inversement, quand on observe une conduite de méfiance, on pourrait Iattribuer aussi bien a
un altruiste « conditionnel », qui a pu €tre marque par des expériences de défection, qu’a un
individu seulement guidé par son propre intérét. Les acteurs sociaux ont eu une histoire
d’interactions sociales avant de participer aux expériences. L’expérience est d’ailleurs pour
eux une interaction sociale d’un type nouveau, qu’ils interpretent le plus souvent comme leur
proposant un défi : celui de deviner quelle est la « bonne » conduite, celle qui ferait que le
sujet aurait le comportement le plus socialement adapté a ce qui est attendu de lui — par
d’éventuels partenaires, voire par les expérimentateurs. Leur simple participation a
I’expérience montre déja que les sujets ont une certaine tendance a la coopération, tendance
qui peut étre soit diminu€e par une compétition implicite pour répondre au défi en question
(par exemple quand on leur dit que leurs gains dépendent de leur réponse), soit accrue si les
sujets pensent que le défi a relever est celui de la coopération.

L’économie expérimentale devrait donc tenter de dépasser sa tendance — encore plus
marquée qu’en psychologie expérimentale — a raisonner sans prendre en compte I’histoire des



apprentissages sociaux de ses sujets. De méme, on peut se demander si les mode¢les qui
exigent de constituer des populations composées d’acteurs stylisés, lesquels s’en tiennent a
agir rigoureusement selon un des types répertori€s, pour pouvoir faire tourner leurs
simulations, peuvent avoir des résultats qui soient similaires a ceux qu’on pourrait observer
dans une population réelle. Dans la vie sociale, chaque acteur peut présenter en coexistence
les caractéristiques de ces divers types que sont les différentes propensions a la coopération, a
la défection, a la punition des non-coopérateurs, méme si c’est pour chacune a différents
degrés. La question est importante pour une épistétmologie qui procéde par simulations, en
recourant aux SMA (simulations multiagents) pour obtenir des résultats qu’on pense
pertinents pour analyser les sociétés humaines. Mais elle reste ouverte. Méme si on est tenté
de répondre positivement pour ce qui est de la pertinence des simulations, celle-ci peut rester
indirecte, et ne pas nous permettre de transposer sans autres conditions les résultats obtenus.
Il faut noter cependant un avantage des simulations : elles permettent de voir évoluer des
populations, et donc d’étudier des dynamiques de toutes formes, alors qu’un raisonnement ne
pourra porter que sur un petit nombre d’agents différents. L’économie, en recourant a ces
simulations, peut donc échapper a sa tendance a se focaliser sur les situations d’équilibre. En
effet la plupart des dynamiques des simulations ne vont pas converger vers un équilibre, ce
qui nous permet un peu plus de réalisme, puisqu’il est difficile de rencontrer de telles
convergences et stationnarités dans les interactions sociales.

Il resterait cependant a doter ces agents stylisés non seulement d’une dynamique
collective, mais d’histoires personnelles et interpersonnelles. Nous ne sommes pas les mémes
acteurs a chaque ¢étape de notre histoire. Il est probable que, si nous n’avions pas eu un cadre
protecteur pendant notre petite enfance, nous ne présenterions pas les mémes tendances a la
coopération une fois sortis de ce cadre familial. A titre de contre-épreuve, des enfants qui ont
subi des brimades répétées peuvent avoir des comportements systématiques de défiance et de
refus de coopération. Certes, la coopération avec de nouveaux partenaires n’est pas du méme
type que celle du cadre familial. Mais I’incertitude de sa réussite est mieux supportée si I’on
dispose d’une base qui reste slire avant de se lancer dans cette aventure. Une fois des
coordinations avec des partenaires extérieurs réussies s’installe progressivement un cadre
d’attentes mutuelles, dont on a appris a pouvoir supposer de maniere fiable la robustesse. Ce
processus de lancement d’une nouvelle extension a partir d’une base plus assurée peut se
reproduire ensuite. Cette construction progressive d’attentes ne peut €tre trés rapide. Mais sa
lenteur a un versant positif : quand notre confiance est trahie par un partenaire, nous
n’abandonnons pas pour autant toutes nos attentes de coopération avec les autres partenaires,
nous considérons plutét sa défection comme une exception — a moins de vivre dans un
milieu extrémement compétitif et ou la recherche de I’'intérét personnel est érigée en vertu.

On peut avancer sans trop de risque que les situations que nous avons rencontrées dans



nos apprentissages sociaux ont présenté soit des interactions fiables et coopératives, soit des
interactions ou la coopération était plus risquée et plus sujette a exploitation, ou encore ou il
valait mieux y étre I’exploiteur que I’exploité. Les tendances a la coopération observées dans
les jeux expérimentaux comme le Trust Game ou le jeu du dilemme du prisonnier ou celui
des biens publics ne seraient pas possibles d’une part si les situations d’interactions fiables
n’avaient pas pu constituer une base de confiance-cadre, d’autre part si elles ne nous avaient
pas offert aussi des occasions de nous risquer hors de nos cadres usuels et de tenter des
interactions nouvelles et plus risquées, mais qui nous offraient une extension attrayante de
notre réseau d’interactions sociales et pouvaient de surcroit nous donner quelque aura sociale
supplémentaire aupres de notre entourage habituel.

Si ces hypotheéses sur nos apprentissages sont correctes, alors nous y avons fait
I’expérience de basculements de la confiance-cadre a la confiance-pari — quand nous nous
risquions sur un terrain social moins connu — comme aussi du basculement inverse, une fois
que les risques pris ont €t¢ payants et que notre nouveau réseau d’interactions est devenu
fiable. Nous avons aussi fait I’expérience du passage de la confiance-pari a la méfiance et au
repli sur notre cadre usuel plus fiable, quand nos paris ont ét¢ perdus (il vaut donc mieux
considérer que notre cerveau ne reagit pas simplement a une récompense ou a une peine,
mais entretient un certain nombre d’attentes, une distribution de satisfactions et
d’insatisfactions) et qu’il réagit a des variations importantes par rapport a ces attentes — cf.
Xiang, 2013). Il est heureusement bien plus rare, mais malheureusement possible que notre
cadre habituel de confiance s’écroule lui aussi, et cela mene certaines personnes parfois
jusqu’au suicide.

On peut alors se demander si I’on peut réduire nos processus cognitifs, dans ces situations
ou nous sommes amenés a prendre le risque de coopération, a un calcul colits-bénéfices entre
les avantages de la coopération et ceux de la défection — calcul qui peut amener a envisager
de punir les non-coopérateurs pour les inciter a coopérer. Car ces situations semblent mettre
en ceuvre une dynamique de basculement d’une perspective d’attentes sociales a une autre, de
la confiance-cadre a la confiance-pari ou inversement. Or cette dynamique sociale est
completement passée sous silence, quand les auteurs des expériences de neuroéconomie
interprétent les données d’imagerie cérébrale corrélées aux réactions de punition a des
ruptures de coopération, en y voyant I’activit¢ d’un calcul d’optimalit¢ (opéré dans le
préfrontal) entre les avantages d’avoir affaire a un partenaire coopératif et le colit de punir
celui qui ne coopere pas. Pourtant I’imagerie cérébrale montre souvent dans ces expériences
I’activation de zones liées a nos représentations des perspectives des autres, ceux dont nous
pouvons espérer la coopération ou craindre la défection. Ce sont ces espérances et craintes
qui nous engagent dans une dynamique prospective et modifient les cadres de nos calculs, ce
qui pourrait correspondre aux processus qui nous aménent a basculer de la confiance-cadre,



qui demande moins d’analyses, a la confiance-pari.

L

Elargissons encore la perspective en revenant au role des tiers dans la mise en place des
interactions sociales. Nous avons été formés socialement dans des interactions sociales, et ce
qui en témoigne est 'importance fondamentale dans la mise en place de ces interactions du
role des tiers, ceux qui nous observent et nous jugent. Dés lors, nos comportements de
coopération ne sont pas simplement des apports a la construction du collectif des
coopérateurs. Si nous allons coopérer entre « nous », ¢’est aussi par référence a la position de
ce « nous » par rapport aux tiers (notons que I’économiste peut en un sens prétendre
intégrer une représentation formelle des points de vue des partenaires et des tiers quand le
théoricien des jeux injecte dans ses acteurs la connaissance qu’a ce théoricien sur le jeu en
question).

C’est assez récemment que ce role des tiers a commencé a étre analysé dans les
expériences de neuroéconomie — en introduisant dans ces expériences des acteurs qui sont en
position d’observation par rapport aux interactions entre les partenaires (ainsi dans Chavez et
Bicchieri, 2013, ou ce sont les tiers qui peuvent compenser des échanges inégaux ou punir les
profiteurs). La présence de ces acteurs-observateurs peut s’y réduire a des images de visages
présentées sur 1’écran, ou encore se manifester par la mise a notre disposition d’évaluations
externes des comportements des partenaires. La tendance actuelle de la neuroéconomie est
donc de ne plus se borner a voir dans les activités cérébrales simplement des évaluations des
plaisirs et des peines et des bilans de colits et de bénéfices immeédiats, mais a tenir compte de
I’influence sur ces évaluations de notre sensibilité aux variations d’intention des partenaires
des interactions, mais aussi aux €valuations manifestées ou supposeées des tiers observateurs.
C’est cette prise en compte qui a conduit Falk, Fischbacher et Fehr (2008) a abandonner la
théorie initiale de Fehr (dans les années 1990) qui postulait une aversion a I’iniquité, partant
comme seules données des répartitions finales des gains, et a intégrer dans la description des
situations les intentions des partenaires et I’influence des tiers, ces constituants qui tiennent
davantage compte de la complexit¢ des interactions sociales telles que nous les avons
analysées (voir aussi plus loin la référence a Sanfey, 2011).

Les données d’imagerie cérébrale dont nous disposons aujourd’hui sont tout a fait
compatibles avec cette perspective plus intégrative. Krueger et al. (2007) ont osé sortir du
paradigme de la coopération avec des partenaires anonymes pour revenir a des situations de
coopération mieux articulées sur nos interactions ordinaires. Leurs sujets sont engagés dans
une suite de Trust Games ou ils connaissent leur partenaire et peuvent échanger leurs roles.
On repere alors les zones cérébrales qui présentent des différences d’activités avec celles des
conditions contréles qui offrent les mémes possibilités de gains, mais sans interaction.



L’intention de faire confiance se manifeste par I’'importance de I’investissement, puis, quand
on souhaite maintenir la confiance d’autrui, par I’'importance de la somme renvoyée.

Lors du choix de la confiance par I’investisseur, on observe un différentiel d’activation
dans le cortex paracingulaire, qu’on pense li¢ a nos représentations des intentions d’autrui.
Les investisseurs qui font d’emblée défection ont une activation moins €levée dans cette zone.
Mais chez les coopérateurs I’activation de cette aire du cortex décroit au fil des interactions,
alors qu’elle croit chez ceux qui font plus souvent défection. Par comparaison avec ceux qui
font défection, les coopérateurs ont une activation plus ¢levée dans I’aire septale, que ce soit
dans la phase de décision en faveur de la confiance ou dans la phase de maintien de la
confiance (en renvoyant une somme importante). L’aire septale est un élément du circuit de la
récompense et du renforcement qu’elle peut produire. Elle semble aussi liée a la production
d’ocytocine. Quand un de ceux qui font le plus souvent défection décide cependant de
renvoyer une somme importante, et donc de maintenir la confiance, cela est li¢ chez lui a une
activation supérieure dans I’aire tegmentaire ventrale, qui est aussi impliquée dans le circuit
de la récompense, associée a la production de dopamine, et liée a la motivation. Cette
activation est encore supé€rieure chez ce groupe de sujets quand ils décident en tant
qu’investisseurs de faire confiance.

Autrement dit, si vous faites défection, vous commencez par ne pas trop faire attention
aux intentions d’autrui, mais vous devez de plus en plus en tenir compte quand vous
poursuivez ce style d’interaction, alors que si vous faites confiance, c’est le contraire. Dans la
premicre posture, le fait que vous refusiez la confiance-pari ne vous en laisse pas moins dans
I’incertitude, qui, si elle se poursuit, exige des efforts cognitifs plus importants. Dans la
seconde, vous passez peu a peu de la confiance-pari a la confiance-cadre, et vous avez donc
moins d’efforts cognitifs a faire pour deviner les intentions d’autrui. Si vous entrez dans des
relations de confiance ou que vous les maintenez, vous pouvez renforcer votre satisfaction
— vous passez de la confiance-pari a la confiance cadre. Si vous choisissez de faire confiance
alors que ce n’est pas votre attitude la plus fréquente, il vous faut évidemment accroitre votre
motivation.

C

Cette étude un peu plus poussée de la dynamique des interactions dans des conditions ou
la coopération est possible amene sans doute un accroissement de complexité. Cependant
notre cognition sociale n’est pas condamnée a toujours impliquer davantage de complexité, et
les mod¢les de neuroéconomie n’ont pas forcément a suivre une telle inflation. Notre
cognition, y compris sous ses aspects sociaux, tend a économiser nos efforts, que ce soit dans
la perception, ou nous préférons nous focaliser sur les formes saillantes, ou dans nos
raisonnements et nos décisions, quand nous préférons suivre des scénarios routiniers, ou



encore dans nos interactions avec autrui, quand nous commengons par lui supposer des
intentions similaires a celles que nous aurions dans sa situation.

On a d’ailleurs pu voir dans la confiance une forme d’économie cognitive (Declerck et
al., 2013). Si nous ¢tions toujours méfiants, nous devrions consacrer beaucoup d’efforts a
imaginer les différentes possibilités machiavéliques ouvertes a nos partenaires, pour finir
d’ailleurs par ne plus savoir sur laquelle tabler, sinon sur la pire pour nos propres desseins.
La confiance, comprise alors comme une capacité de transition entre confiance-cadre et
confiance-pari — selon les situations, on passe de la premiere a la seconde ou inversement —
nous permet, d’une part, de nous épargner cet effort calculatoire qui est souvent vain et,
d’autre part, quand nous sommes dans un contexte d’interaction qui active plutot la
confiance-pari, de rester sensibles a des signaux qui pourraient éveiller notre méfiance.

La dualité entre la confiance-cadre et la confiance-pari pourrait donc étre un effet de cette
tendance a rechercher des solutions qui économisent 1’effort cognitif tout en nous conservant
une capacité de veille par rapport aux fluctuations et a la complexité d’un environnement de
rapports sociaux qui comporte toujours une part d’incertitude.

On peut interpréter dans cette perspective une observation (du genre de celles que
Christian Schmidt a analysées dans le chapitre 4) faite sur les réseaux d’interactions sociales,
quand on y distingue les réseaux de proximité (ou tous les acteurs sont reli€s par des liens
directs ou qui ne comptent qu’un tres petit nombre d’étapes) et les réseaux dits « petit
monde ». Leur nom vient d’une expérience du sociologue Milgram, montrant qu’en confiant
une lettre & une connaissance, qui la transmettait a une de ses propres connaissances, on
pouvait atteindre n’importe quel destinataire en un nombre d’étapes (5 ou 7) qui reste peu
¢leve, ce qui nous fait dire que le monde est petit. Or si dans les réseaux de proximité la
connectique est dense, puisque chacun est reli¢é a un autre, quel qu’il soit, par une ou deux
¢tapes, dans les réseaux qui assurent cette transmission rapide a des acteurs éloignés, les
structures de connexion sont assez différenciées, des groupes assez compacts, donc ou
chaque nceud ou membre du groupe entretient plusieurs liens avec les autres, étant reliés
entre eux seulement par peu de liens passant par peu de nceuds. Le principe de Granovetter,
« la force des liens faibles », fait en plus intervenir I’intensité ou la fréquence d’utilisation des
liens. Les liens intragroupes ¢étant plus fréquemment utilisés que ces liens intergroupes, ces
derniers peuvent donc étre des liens plus faibles, mais pourtant nécessaires pour pouvoir
créer des réseaux complexes a circulation rapide. Ces nceuds qui jouent le role de « hubs » ou
de nceuds de transferts entre groupes plus compacts donnent a ces réseaux des propriétes
intéressantes — un changement d’échelle conservera une variation linéaire de la connectivité
(au sens ou la non-lin€arit¢ de la connectivité (loi en puissance) est réductible a une variation
linéaire quand on passe a une représentation logarithmique) ; on parle d’invariance d’échelle.
Cela implique un certain type de robustesse : si ’on supprime des nceuds au hasard, comme



on a peu de chances de tomber sur un hub, la probabilité que le réseau soit s€éparé en deux est
faible, plus faible que dans un réseau ou tous les noceuds sont reliés avec des probabilités
similaires. Mais inversement le réseau est trés fragile face a une attaque qui ciblerait les hubs.

On a alors observé qu’il y avait moins d’interactions coopératives sur les réseaux petit
monde que sur les réseaux de proximité, alors méme que les premiers permettent des
coordinations a plus longues distances (Andras, 2011). Notre sensibilit¢ aux effets en retour
qu’ont les succes ou échecs de nos interactions sociales sur nos attentes pourrait en étre la
cause. Les réseaux de proximité¢ permettent bien plus de face-a-face ou de relations en
triangles. L’expérience de Gracia-Lazaro (2012), qui montre surtout que la coopération est
plus faible dans les réseaux petit monde que les modeles de réciprocité ne le supposaient,
présente 1’effet coutumier de décroissance de la coopération par répétition du méme jeu, ce
qui doit nous rappeler que nos coopérations effectives — dans la réalit¢ de la vie sociale — se
font en variant les circonstances. Dans une relation triangulaire, chacun peut exercer un
controle direct sur les deux autres, ce qui est nécessaire quand les circonstances varient. Les
membres de ces réseaux s’attendent donc a devoir avoir a rendre compte aux autres de leurs
comportements, et cela selon un temps de retour assez bref. Ils doivent donc veiller a assurer
rapidement la réciprocité des coopérations (ce serait cependant une illusion que de croire que
dans les réseaux de proximité on contrdle tout : par exemple, dans des groupes relativement
compacts de pécheurs, on peut observer des surexploitations des ressources, qui sont
pourtant nocives pour leur collectif ; il s’agit alors d’effets cumulés qui ne se font sentir qu’au
niveau collectif et qui ne sont pas percus dans les interactions locales). Dans un réseau petit
monde, on voit aussi revenir de I'information. Mais d’une part cela prend un peu plus de
temps — méme si le cheminement de cette information est bien plus court que les chemins les
plus longs possibles du réseau — et surtout c¢’est moins fréquent, si bien que la pression de
réciprocité est moins forte. D’autre part, comme on ne peut pas assurer un contrdle direct de
I’interaction (sur 5 nceuds, on n’en contrdle qu’un ou deux directement) la coordination se
fait via des intermédiaires qu’on peut suspecter : on peut toujours soupgonner la personne
qui occupe un nceud hub de manipuler les choses, et les autres sous-groupes d’avoir des
intéréts divergents, ce qui justifie d’éventuelles défections.

Inversement, on a pu montrer (Van Segbroeck et al., 2011) que pour que la coopération
puisse subsister dans un réseau de type petit monde, ou elle est mise en danger par des
exploiteurs et par le genre de soupgon que ’on vient d’évoquer, il suffit que les types de liens
sociaux puissent étre assez variés, tout comme les vitesses auxquelles on peut changer de type
de lien. Les coopérateurs pourront coopérer avec différentes intensités ou fuir les non-
coopérateurs. La coopération n’est d’ailleurs un enjeu que dans ces réseaux ou tout le monde
n’est pas relié a tout le monde, si bien qu’il y a une certaine incertitude sur ce qui est ou non
partagé par leurs membres. La conjonction entre coopération et structure dite « petit monde »



(dont les liens sont plus inégalement répartis que dans les réseaux de proximité directe) exige
alors de disposer de moyens de transférer les informations, comme les rumeurs ou les
commeérages (Andras, 2011). Plus noblement, une société propose a ses membres des
représentations communes, qui font fonction de nceuds reliés a tous les acteurs. Mais chaque
acteur peut avoir une appréhension d’une telle représentation qui est un peu différente de
celle des autres, si bien que 1’on retrouve a un moindre degré I’'incertitude et le vague des
commérages. Quand la coopération sociale se poursuit et que chacun s’attend tout de méme a
pouvoir se coordonner avec la plupart des membres de la société, c’est que ces
représentations restent supposées communes malgré le vague qu’introduisent ces variations.
Le fait que les acteurs sociaux deviennent capables de s’imposer la contrainte de surmonter ce
vague améne alors a soupgonner qu’ont émergé dans cette société des attentes normatives,
qui sont les bases des normes sociales. Nous étudierons cette émergence au chapitre suivant.

1. Un exemple bien connu en théorie des jeux est le jeu dit de « la poule mouillée » (Chicken Game), ou la coordination sur un équilibre implique
que 'un des deux joueurs lance son bolide, alors que I'autre lui dégage la voie. Plusieurs interprétations militaires en ont été tirées sous la forme, par
exemple de modeles d’attaques éclairs (Brams, 1990, 2003). On peut également interpréter de cette maniére la dissuasion nucléaire bilatérale qui a
prévalu durant toute la période de la guerre froide (Schmidt, 2001).

2. Il est intéressant de noter toutefois que les premicres expériences de théories des jeux, auxquelles participérent notamment Nash, portaient sur
des jeux coopératifs. Il est vrai que le corps entier de la théorie, congu par von Neumann, relevait alors des jeux coopératifs (Kalisch et al., 1954).

3. Cette idée a été développée par Greenberg, qui s’est efforcé de construire, sous forme d’alternative a la théorie des jeux, ce qu’il a appelé une
« théorie des situations sociales ». Cette théorie s’efforce d’intégrer, dans le cadre élargi du formalisme des jeux, la description des environnements
sociaux qui contribuent & moduler I'interaction des joueurs (Greenberg, 1990). Mais cette tentative est restée isolée dans le monde des théoriciens
des jeux.

4. Indépendamment des travaux expérimentaux et des recherches neuroéconomiques, il est intéressant de noter que les théoriciens ont de leur
coté congu des modeles logiques de réciprocité séquentielle qui ont abouti a identifier de nouveaux concepts de solution, comme par exemple,
I’équilibre séquentiel de réciprocité¢ (Dufwenberg et Kirchsteiger, 2004).



PARTIE 3

REGLES ET NORMES




CHAPITRE 6

Reégles et conventions

Nous avons déja vu que la référence aux jeux de sociéte dans la théorie des jeux n’est pas
le résultat d’une simple métaphore. Ses peres fondateurs, Borel, von Neumann et Nash ont
tous élaboré sur ses bases plusieurs mode¢les de jeux de société, notamment de poker'. Or ce
qui caractérise un jeu de société ce sont ses regles, au moyen desquelles chaque jeu se trouve
défini. Que faut-il entendre précisément par régles du jeu ? Il s’agit d’'un ensemble cohérent
et ordonné d’instructions auxquelles les joueurs doivent se conformer au cours du
déroulement du jeu. On peut ainsi considérer chaque jeu comme un « petit monde », au sens
logique, qui se trouve régi par un code composé¢ de cet ensemble de regles. Les joueurs
constituent la population de ce « petit monde ». Pour pouvoir jouer dans le petit monde, les
joueurs connaissent préalablement son code, mais ce n’est pas tout. Ils savent, comme nous
I’avons déja dit au chapitre 2, que les autres joueurs le connaissent également et que les autres
savent qu’ils le connaissent. Le code qui rassemble les regles d’un jeu représente, pour les
joueurs, ce que Lewis, avant les théoriciens des jeux, a appelé une « connaissance
commune » qui sert de fondement a sa théorie des conventions (Lewis, 1969).

Nous avons eu ’occasion de montrer qu’en stricte logique, une connaissance n’était
commune qu’au terme d’une opération d’itérations a I’infini (je sais que tu sais, que tu sais
que je sais, etc.), dont la réalisation (« implementation ») dépasse les capacités cognitives des
cerveaux humains. Si I’on considére dans cette perspective le raisonnement stratégique des
joueurs individuels, il est clair que celui qui est capable de pousser plus loin que les autres ce
processus d’itération dispose d’un avantage sur eux, par I’effet d’une asymétrie d’information
dont il dispose alors. Ce n’est cependant pas ainsi que se présente la propriété de
connaissance commune lorsqu’elle s’applique a un code social, comme celui formé par les
régles d’un jeu. Considérons, a titre d’exemple, les régles du code de la route. Certaines
répondent a des normes d’organisation de la circulation (définition des priorités...), d’autres
sont de simples conventions (rouler a droite ou rouler a gauche...). Mais tous les
automobilistes sont censés les connaitre et savoir que les autres automobilistes les connaissent
¢galement et qu’ils savent qu’ils les connaissent. Il ne servirait a rien ici de pousser plus loin
la profondeur du raisonnement de chacun des automobilistes, puisque, par destination, la
connaissance de ce code a vocation a étre un savoir partagé, ce que les économistes
nomment, dans leur jargon, un « bien public pur ». Cet exemple permet de mesurer la portée
de cette distinction des niveaux de connaissance, selon que cette connaissance concerne une
information dont I’intérét exclusif réside dans le fait d’étre partagé, comme les régles d’un jeu
et de n’importe quel code social, ou une information dont la détention présente un intérét



privé.
P

Les choses sont claires et bien tranchées dans les jeux de société. Les reégles y représentent
un ensemble d’informations publiques explicites, dont la connaissance est commune a tous
les joueurs. Chaque joueur peut évidemment utiliser les régles du jeu pour construire un
raisonnement stratégique privé, sur la base d’informations qu’il tire d’itérations de niveaux
plus ou moins poussés. Mais la transposition n’est pas immédiate des jeux de société aux
situations sociales, interprétées comme des jeux, par analogie avec les systémes d’interactions
qui en constituent les trames. S’il est relativement aisé de traiter un jeu de société comme un
systéme d’interactions sociales, I’inverse n’est pas vrai. Lorsqu’il s’agit de situations sociales
courantes qui ne sont pas codifiées, la référence aux régles doit plutot s’entendre comme une
métaphore. Les régles y font figure d’instructions partielles et lacunaires dont le statut de
connaissance commune reléve davantage de l'interprétation implicite que de I’énonciation
formelle.

Considérons, a titre d’exemple, une situation de négociation. Traduite en termes de jeu,
on peut la représenter sous la forme d’un échange alterné de propositions et de contre-
propositions entre deux ou plusieurs parties. Quelles sont précisément les régles d’un tel jeu ?
La formulation séquentielle alternée de propositions, au terme de laquelle chaque joueur
énonce a son tour une proposition et répond par une acceptation, ou un refus, a la
proposition €énoncée par 1’autre, fournit des informations suffisantes pour décrire un jeu de
négociation. Mais elles ne constituent pas, a elles seules, les régles de ce jeu. Ainsi, par
exemple, qu’est-ce qui détermine la fin de ce jeu si le nombre de ses séquences n’est pas fixe
a I’avance ? Un observateur naif serait tent¢ de répondre que le jeu s’arréte des que les
différentes parties s’estiment satisfaites. Mais la satisfaction de chaque joueur n’appartient pas
a la catégorie des informations publiques, connaissance commune. C’est la raison pour
laquelle la satisfaction respective des joueurs ne peut étre considérée comme une regle du jeu
de négociation qu’au terme d’un raisonnement analogique du type « le jeu de négociation se
joue comme si la satisfaction conjointe des joueurs faisait partie de ses régles ». A ’évidence
cependant, cette satisfaction est une information privée détenue par chaque joueur qui peut
difficilement étre assimilée a un bien public. Il faut, des lors, déterminer comment ces
interprétations subjectives de la situation formulées par chaque joueur peuvent Etre
transformeées en une regle objective de caractere public et connaissable par tous. La réponse
proposée par la théorie des jeux consiste a considérer que le concept de solution associé au
jeu permet cette transformation. A I’équilibre, dans notre exemple, les satisfactions
respectives éprouvées par tous les négociateurs sont rendues compatibles. Le jeu des
propositions et contre-propositions n’a donc plus alors de raison de se prolonger. L’équilibre



correspond ici a la solution du jeu. Peut-on, pour autant, en conclure que la solution ainsi
définie fait partie des régles du jeu de la négociation au sens ou nous I’entendons, au méme
titre que I’ordre séquentiel des propositions ? Rien n’est moins sir.

Plusieurs objections peuvent étre avancees a ’encontre de cette présentation. En premier
lieu, le concept d’équilibre est un outil d’analyse construit par les théoriciens qui permet
d’¢tudier le fonctionnement idéal d’un jeu de négociation. Sa connaissance peut certes aider
les joueurs, mais elle n’est pas nécessaire au déroulement du jeu. En outre, la détention de sa
connaissance par I’'un ou l’autre des joueurs, voire par tous, ne garantit nullement qu’il
s’agisse d’une connaissance qui leur est commune. En second lieu, I’équilibre constitue ici un
concept de solution possible, mais d’autres concepts de solution peuvent €galement Etre
associ€s au jeu de négociation, et les théoriciens des jeux ne se sont pas privés d’en proposer
différents, méme d’en inventer de nouveaux’. Dés lors, si la solution d’un jeu prenait sa place
dans I’énoncé de ses regles, ou bien un méme jeu pourrait avoir plusieurs regles, ou bien il
existerait autant de jeux de négociation que de concepts de solution susceptibles de leur €tre
associ¢s. Comment les négociateurs pourraient-ils alors savoir, comme les joueurs d’un jeu
de societe, dans quel jeu ils jouent ? Le systeme de regles ainsi redéfini se révele, pour ces
raisons, difficilement praticable dans les deux cas. On ne peut donc pas incorporer la
solution, entendue au sens technique de la théorie des jeux, dans I’ensemble des regles d’un
jeu de négociation. D’autres difficultés se manifestent lorsque la situation de jeu contient
plusieurs équilibres et donc plusieurs solutions, ou lorsque les informations a la disposition
des joueurs sont insuffisantes pour leur permettre d’y accéder. La nature des problémes posés
aux joueurs dans de telles situations a déja éteé présentée et développée au chapitre 4,
consacrée a la coordination.

D’un autre c6té, cependant, de trés nombreuses expériences ont révélé que les individus,
lorsqu’ils étaient placés dans des situations d’interactions sociales construites en forme de
jeux, complétaient les systémes lacunaires de régles explicites associées a ces situations, par
d’autres régles, plus ou moins implicites. Il est apparu, au cours de ces expériences, que
certaines de ces régles tacites ou implicites pouvaient méme contredire les régles qui auraient
¢té déduites de leurs solutions théoriques en suivant la démarche précédemment décrite. De
telles régles, au lieu d’étre données a priori comme les régles des jeux de société, sont mises
en ceuvre par les sujets, au cours du déroulement de leurs interactions. Il reste a expliquer
comment elles sont élaborées

L’objet de ce chapitre est de comprendre a quoi correspondent exactement de telles regles
pour les personnes qui se trouvent en situation d’interactions. Pour y parvenir, nous
disposons, d’abord, d’informations sur les comportements qui ont pu €tre observés au cours
de Dexécution de différents protocoles expérimentaux d’interactions, plus ou moins
directement dérivés d’exemples tirés de la théorie des jeux. Des informations



complémentaires sur le fonctionnement cérébral des sujets sont fournies par les résultats
d’investigations menées, selon diverses techniques d’imagerie, aujourd’hui associées a
plusieurs de ces expériences. D’autres expériences ont été¢ plus spécifiquement congues en
vue de tester, au regard des circuits neuronaux activés et désactivés, la pertinence des
hypothéses avancées pour expliquer le contenu de ces regles. Mais le traitement de ces
données trés disparates souléve de sérieux problémes méthodologiques, laissant encore
souvent le champ a des interprétations contradictoires. C’est a déméler cet écheveau
complexe, pour dégager les lignes de force qui commencent a s’imposer, que s’attache ce
chapitre. Il débouche sur la mise en évidence de processus dynamiques qui engendrent et
renforcent des standards de comportement sociaux.

D

Partis de I’hypothése que beaucoup des régles des jeux sociaux pouvaient s’entendre
comme des conventions partiellement implicites partagées par ses acteurs, la premicre
démarche des chercheurs dans ce domaine a consisté a s’efforcer de relier les comportements
observés dans ces situations a des régles supposées correspondre a ces conventions. Pour y
parvenir, ils ont souvent utilisé une approche familiere aux économistes de la décision et
imaginée depuis longtemps par Paul Samuelson, sous D’appellation de « théorie des
préférences révélées » (Samuelson, 1947, 1948). Comme son nom 1’indique, cette approche
repose sur I’hypothése que, par leurs choix, les consommateurs et, plus généralement, les
agents, économiques révélent leurs préférences®. De méme que les préférences individuelles,
les regles implicites, qui sont supposées guider les acteurs sociaux dans ces situations
d’interactions, ne sont ni directement observables, ni méme facilement repérables
empiriquement. Il convient donc de trouver un stratagéme pour permettre leur révélation.
Pour y parvenir, I’'un des moyens est de supposer que ces régles peuvent étre révélées par les
sanctions appliquées par les joueurs eux-mémes aux autres joueurs, lorsque ces regles
hypothétiques ne sont pas respectées. Les régles se caractérisent par leur portée normative. A
toute régle, doit, en effet, étre associée, une obligation, une interdiction, ou une permission de
faire. Le non-respect de ces injonctions expose donc a des sanctions. C’est dans cette
perspective qu’on peut interpréter le concept, a premicre vue déroutant, de « punition
altruiste » imaginé par plusieurs chercheurs en neurosciences, en vue, notamment, d’induire
des comportements individuels observés, les regles sociales implicites qui les inspirent.

Pour illustrer cette démarche le plus simple est de partir du jeu de 'ultimatum. Le jeu de
I’ultimatum représente un exemple de jeu ou les regles procédurales sont incompletes, méme
en y incluant les spécifications normatives de 1’équilibre de Nash, comme sont tentes de le
faire les théoriciens des jeux. L’enjeu y consiste précis€ément a trouver une régle de partage
acceptée par les deux joueurs. Dans la logique de la rationalité nashienne, toutes les regles de



partage proposées par le joueur qui joue en premier sont acceptables par celui qui joue en
second, des lors qu’elles lui assurent un gain, fiit-il minime. I1 est peu probable, en revanche,
qu’elles le satisfassent toutes. Pour s’entendre sur un partage, les deux joueurs du jeu de
I’'ultimatum doivent donc se référer a une norme commune, qui ne figure pas dans ses régles
du jeu. Une difficulté se présente cependant ici, du fait précisément des reégles de ce jeu. Le
joueur qui joue en premier dispose, en effet, du privilége de proposer les termes de ce
partage, dans le cadre d’une négociation asymétrique qui prend la forme d’un ultimatum. S’
refuse la régle de partage proposée par le premier joueur, le second joueur, en le
sanctionnant, s’inflige a lui-méme une punition, puisque la somme initialement mise a la
disposition des deux joueurs leur sera retirée, au terme des regles formelles de ce jeu. On
peut 'interpréter, dés lors, comme un colit économique de cette punition qui serait supporté
par le punisseur. Si I’on entend par « altruiste » en un sens large, toute régle de partage qui
prend équitablement en compte I'intérét de l’autre, le rejet d’une proposition de partage
inéquitable peut se comprendre comme I’expression d’une punition altruiste. Ce rejet
punirait, en effet, ’auteur de cette proposition, au nom d’un principe altruiste que ce dernier
a violé par son comportement, et il s’accompagnerait d’un colit matériel pour celui qui le
décide. Il punirait donc, en définitive, les deux joueurs dans un dessein altruiste de portée
sociale. Contrairement, par conséquent, a I’interprétation étroite la plus généralement retenue
par les théoriciens des jeux, I’absence d’un partage trop inégalitaire, le plus souvent observé
au cours du déroulement de ce jeu, ne contredit pas la recommandation de I’équilibre de
Nash ; il révele d’abord son insuffisance. Il suggére, ensuite, I’existence d’une référence a une
régle supplémentaire qui serait implicitement acceptée par eux deux. Le fait que, dans une
majorité des cas, on observe que la proposition du premier joueur ne s’¢loigne gucre de cette
régle corrobore, d’une certaine maniere, cette hypothése. C’est parce qu’il anticipe un refus
de la part de I’autre joueur dans le cas ou sa proposition, pourtant légitime en référence a la
rationalité¢ nashienne, serait jugée par lui inéquitable par rapport a cette norme implicite
d’équité, qu’il propose un partage qu’il pense acceptable pour les deux®.

L

Ce n’est pas, cependant, sur la base de la version classique du jeu de I'ultimatum que le
concept de punition altruiste a ét¢ introduit expérimentalement dans le corpus des
neurosciences. Pour en préciser la signature neuronale, I’équipe de De Quervain a congu un
protocole de jeu différent, un peu plus compliqué (De Quervain et al., 2004). 11 s’agit d’un
jeu séquentiel a deux joueurs, proche du jeu de l'investissement (cf. chapitre 5). Son
déroulement dépend de la confiance respective que s’accorde chaque joueur. Les deux
joueurs regoivent chacun, au départ, une somme de 10 unités. Celui qui joue en premier peut
soit garder pour lui cette somme, soit la confier au joueur qui jouera en second. Ce dernier
verra alors quadrupler son montant. Il disposera donc de 40 u + 10 u. Il peut, a son tour,



dans cette seconde séquence, soit garder la totalit¢ pour lui, soit la partager, en parts égales,
avec le premier joueur. Trois issues du jeu sont donc possibles : 1) le premier joueur garde
ses 10 u, les deux joueurs gagnent alors chacun 10 u. 2) le premier joueur confie ses 10 u au
second joueur qui garde le tout pour lui, il gagne alors 40 u + 10 u = 50 u et le second joueur
perd 10 u. 3) le premier joueur confie ses 10 u au second joueur qui partage les gains de
maniére égale, chacun des joueurs gagne alors 25 u. Contrairement au jeu de I'ultimatum, les
régles du jeu sont ici complétes, puisque la formule de partage se trouve incorporée dans ses
régles. Ce jeu ne possede qu’une seule solution, qui correspond a son unique équilibre de
Nash. L’issue la plus avantageuse pour le joueur qui joue en second est évidemment celle ou
le premier joueur lui a confi€¢ sa dotation initiale, ce qui lui permet de réaliser un gain
maximal. Elle est aussi la plus désavantageuse pour celui qui joue en premier, qui perd alors
le montant de cette dotation initiale. Anticipant cette issue, le joueur qui joue en premier
gardera donc pour lui la somme mise a sa disposition au début du jeu. On se trouve ainsi
ramené a la situation bien connue du dilemme du prisonnier, a l'origine de nombreux
paradoxes résultant de ’opération logique dite d’induction a rebours (Backward induction),
couramment utilisée en théorie des jeux®.

Dans I’expérience conduite par De Quervain et son €quipe, un seul des sujets places dans
le r6le du joueur en premier a gardé pour lui la mise, et mis ainsi fin au jeu, des sa premiere
séquence, au cours des 7 essais. Presque personne n’a donc suivi la procédure mentale
d’induction a rebours préconisée par la théorie des jeux. Quant aux sujets placés dans le role
du joueur en second, seuls 4 sur 7 ont, en toute logique, gard¢ pour eux la somme dont ils
disposaient. Rappelons qu’aucune regle formelle, dans ce jeu, ne sanctionne les joueurs en
second qui adoptent un comportement ¢goiste au détriment des autres. Le fait qu’une tres
large majorité des sujets placés dans la situation du joueur en premier aient cependant choisi
de confier a ’autre joueur la somme mise a leur disposition au départ laisse a penser qu’ils
croyaient plutdot que ce dernier choisirait de partager les gains ainsi obtenus au terme de la
procédure du jeu. On peut des lors se demander sur quoi peut s’appuyer cette croyance, si ce
n’est sur la conviction de partager, avec les autres joueurs, une référence commune a une
regle informelle concernant une allocation €équitable des gains réalisables. Une telle regle, non
seulement, n’appartient pas aux regles formelles de ce jeu, mais elle s’oppose méme, ici,
comme on I’a vu, aux recommandations tirées des implications logiques de sa solution. Il
n’est guere surprenant, dans ces conditions, que les joueurs, lorsqu’ils ont €t¢ victimes de
leur confiance dans cette regle de partage €quitable, désirent infliger une punition aux autres
joueurs qui I’ont violée.

L’objet de cette expérience n’est pas de mettre en évidence une régle implicite de partage
qui serait révélée par la sanction des joueurs a son manquement, puisque cette reégle fait partie
des options offertes aux joueurs et s’inscrit, de ce fait, dans les régles de ce jeu. Les auteurs



de cette expérience ont d’abord voulu savoir, si les joueurs, placés dans cette situation,
préféraient gagner davantage, en faisant confiance aux autres, ou s’assurer un gain personnel
moindre sans prendre de risque. Mais ils ont surtout cherché a étudier les ressorts du
mécanisme mental, qui poussaient les joueurs a punir les autres joueurs qui, abusant de leur
confiance, s’étaient appropri¢ la totalit¢ des gains, méme si une telle punition devait
s’accompagner, pour eux, d’un coft.

C’est la raison pour laquelle ce sont les sujets qui avaient choisi de confier leur dotation
initiale au second joueur qui ont ainsi €t€ retenus pour la suite de ’expérience. Il n’est pas
surprenant, non plus, ici, qu’ils se soient tous prononcés en faveur d’une punition
sanctionnant les sujets qui, dans le r6le du joueur en second, avaient gardé pour eux la totalite
du gain ainsi obtenu. Il serait toutefois intéressant de savoir quel aurait été leur propre
comportement s’ils avaient eux-mémes ¢été placés dans la position de jouer en second.

Mais le but principal de cette expérience étant d’explorer les bases neuronales qui
poussent, en la circonstance, les sujets a punir, trois niveaux de punition ont €t¢ introduits
dans ce jeu : a) une sanction symbolique, sans colit ; b) une sanction pénalisant seulement
I’auteur du comportement jugé répréhensible, sans colit pour celui qui punit ; ¢) une sanction
pénalisant auteur du comportement jugé répréhensible, avec un coit pour celui qui punit. A
ces trois niveaux de punition a été ajoutée une catégorie supplémentaire : d) correspondant a
la sanction pénalisant le comportement jugé répréhensible d’un sujet tiré, cette fois, au
hasard. Seule la sanction de niveau c) traduit, selon cette typologie, une punition altruiste, au
sens de la définition particuliére qu’en ont donnée les auteurs de cette expérience, puisque,
d’une certaine maniére, toutes ces punitions peuvent étre considérées comme altruistes.

C’est en recourant a la technique de I'imagerie cérébrale qu’ils ont men¢, ensuite, leur
investigation du fonctionnement cérébral qui guide ces comportements de punition et, en
particulier, celui qui correspond a la punition altruiste selon leur definition. Quelle que soit la
punition retenue, ils ont observeé qu’elle active toujours, chez les sujets, des régions cérébrales
du noyau caudé¢ associées a la récompense (striatum dorsal, notamment). Cette activation est
cependant plus nette, lorsque la punition est effective et pas seulement symbolique (b), et elle
s’accroit encore lorsque la punition s’accompagne d’un cotit pour celui qui punit (c). Dans ce
dernier cas, différentes zones supplémentaires du cortex préfrontal et du cortex orbitofrontal,
respectivement allouées au raisonnement et aux relations entre 1’émotion et la cognition, se
trouvent également activées. On retrouve encore des activations lices au réseau de la
récompense lorsque la punition vise le comportement d’un sujet tiré au hasard (d), mais ces
activations sont alors treés atténuées. Les sujets sont, du reste, beaucoup moins nombreux a

vouloir le punir.

Pour De Quervain et son équipe, la décision de punir, dans ces différentes variantes,



serait d’abord mue par I’attente d’un plaisir, celui éprouvé par le punisseur lorsque les
personnes visées se trouvent sanctionnées. A travers la personne visée, c’est la sanction de
son intention supposée qui semblerait a l’origine de ce plaisir, puisque le mécanisme
neuronal qui active le circuit de la récompense est beaucoup moins marqué dans le cas de la
punition symbolique. En revanche, Dattente d’une récompense, génératrice de cette
jouissance chez le sujet, grandit, paradoxalement, lorsque la punition a un colt pour le
punisseur. On sait, en effet, que le circuit de la récompense se traduit par une stimulation de
la jouissance provoquée par un plaisir attendu. Cette jouissance serait plus intense dans cette
hypothése, parce qu’elle doit, alors, vaincre des résistances opposées par le raisonnement
(cortex préfrontal ventromédian), et par d’autres émotions qui lui sont associées (cortex
orbitofrontal). De Quervain en tire la conclusion que cette punition, lorsqu’elle s’accompagne
d’un colt pour le punisseur serait « altruiste », en un sens biologique (accepter de perdre
personnellement un peu pour renforcer une norme sociale profitable a tous), différent de son
acception psychologique courante (De Quervain et al., 2004). D’autres interprétations ont, du
reste, été proposées pour en rendre compte.

L’un des meérites de cette expérience est d’avoir mis en évidence, a travers le cas singulier
pour I’économiste de cette « punition altruiste », un systeme neurobiologique visant la
protection et le renforcement de régles sociales implicites, dont la portée pourrait étre bien
plus large. La décision de punir y résulte, comme on I’a vu, d’un arbitrage de type colt-
avantage. Le choix de la punition entraine le déclenchement du circuit de la récompense qui
se trouve, en la circonstance, suractive par le sacrifice individuel qu’elle implique. Le plaisir
ainsi attendu qui serait tiré¢ de cette punition I’emporterait, dans cette hypothese, sur 'intérét
individuel bien compris.

Une interprétation neurobiologique, voire génétique de cette « punition altruiste » a été,
comme on ’a dit, proposée sur la base de ce constat. La jouissance individuelle éprouvée, en
la circonstance, par le punisseur pourrait s’entendre comme une sorte de ruse de la génétique,
qui, en assurant de cette maniere le respect de régles sociales informelles, permettrait a
I’espéce humaine de se maintenir et méme de prospérer. Sans trancher sur la pertinence de
cette interprétation, on observera qu’elle laisse plusieurs questions en suspens. Cette
suractivation du circuit de la récompense, observée en la circonstance, est-elle provoquée par
la seule souffrance qui accompagne la punition, ou par la valorisation qu’elle imprime a sa
portée ? Existe-t-il un lien direct entre ces deux facteurs d’explication et, si oui, comment se
manifeste-t-il ?

L’exemple de la punition altruiste a permis de mettre en évidence les racines neuronales
d’un mécanisme de socialisation, par I’intermédiaire de cette punition qui sanctionne le non-
respect de regles comportementales implicites. Le rdéle joué par ce mécanisme dans des
situations diverses et ses nombreuses implications 1’ont transformé aujourd’hui en une sorte



de nouveau paradigme pour les neurosciences sociales. Pour autant, le contexte expérimental
spécifique dans lequel il a été initialement repéré et I'interprétation particuliere qui a été
proposée de ses résultats rendent les comparaisons difficiles avec les résultats obtenus dans
d’autres expériences ultérieures qui visaient souvent un but différent, a partir de protocoles
expérimentaux distincts. On observera, tout de méme, a ce sujet, que presque toutes ces
expériences ont €t€¢ plus ou moins directement dérivées du schéma d’un jeu de partage, dont
le jeu I'ultimatum et le jeu du dictateur sont les versions les plus connues.

Si ’on entend maintenant la punition altruiste dans une acception plus large, qui recouvre
tout comportement visant a sanctionner, aux frais éventuels du punisseur, la violation de
regles implicites se référant a des normes sociales, trois composantes différentes doivent étre
distinguées : la punition, la régle sanctionnée, et la (les) personne(s) visée(s) par la sanction.
Pour chacune d’entre elles, il existe plusieurs variantes. La punition elle-méme est mise en
ccuvre par I'un des joueurs. Elle sanctionne un comportement qui ne respecterait pas une
regle implicite ; mais cette punition peut étre symbolique, ou effective, et entrainer un colt
matériel, ou seulement moral, pour le punisseur. La régle implicite viol€e, qui fait I’objet de la
sanction, porte, dans une majorit¢ de ces experiences, sur un partage ; mais cette regle
implicite de partage peut renvoyer a une norme ¢galitaire abstraite, ou correspondre, plus
concretement, a attente d’une réciprocité dans les comportements. Quant a son non-respect,
il peut se manifester sous la forme d’une proposition jugée inéquitable, comme celle du
joueur en premier dans le jeu de I'ultimatum, ou, plus directement, par le refus de partager,
comme dans I’expérience de De Quervain. La personne visée par la sanction est celle qui a
violé cette regle implicite. Ce peut €tre un autre joueur dont le comportement lese
personnellement le punisseur, comme le joueur en premier du jeu de 'ultimatum lorsqu’il
propose une offre de partage inégalitaire. Ce peut tre, ¢galement, un joueur tiré au hasard et
donc anonyme pour le punisseur, au méme titre qu’'un ordinateur. Ce peut étre, enfin, le
joueur d’un autre jeu social, dont le punisseur observerait directement le comportement
inéquitable, ou méme, seulement, en serait informé. D’autres extensions, plus ¢loignées du
paradigme de la punition altruiste, ont €¢galement été explorées en isolant, pour 1’étudier, un
seul de ces parametres, comme la décision de punir ou la norme d’équite.

C’est a partir de cette catégorisation des divers parametres qui interviennent dans la
punition altruiste, et en tenant compte des différentes interprétations retenues par les auteurs
de ces expériences, que I’on se propose maintenant de formuler quelques hypothéses sur le
statut de ces regles sociales implicites auxquelles semblent renvoyer les comportements de
punition qui ont été observés dans des situations expérimentales, nécessairement singuliéres.
Pour y parvenir, nous distinguerons successivement les informations recueillies sur les
normes auxquelles peuvent se rattacher ces régles, puis sur les personnes visées par les
punitions qui sanctionnent le non-respect de ces regles.
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Les différents jeux de partage, dont I’archétype est le jeu de I'ultimatum, ont, le plus
souvent, servi de cadre pour mettre en évidence ces régles sociales implicites. Or ces jeux
font intervenir deux considérations différentes, mais étroitement imbriquées, dans les
décisions qui ont été¢ observées chez les joueurs : d’une part, une référence abstraite a une
norme de partage égalitaire, ou tout au moins équitable, d’autre part, une attente concrete de
la part du sujet d’'une certaine réciprocité dans le comportement de I'autre avec lequel il
interagit dans le cadre du jeu. On forme intuitivement I’hypothése que cette norme est ’objet
d’une croyance des joueurs que chacun pense partager avec les autres joueurs ; équité et
réciprocité se trouvent alors intimement liées, d’ou la difficulté de distinguer entre ces deux
ancrages. Il en résulte notamment que, si le comportement d’un joueur conduit & un partage
inéquitable, le joueur, qui en est victime, se trouve, en quelque sorte, doublement 1ésé. 11
souffre, au premier degré, de la perte, ou plutét du manque a gagner, qui en résulte pour lui,
et il endure, au second degré, la peine de s’€tre trompé sur cette norme qu’il croyait partager
avec cet autre joueur. Cette dualité complique I'interprétation de sa réaction qui se traduit par
un rejet, voire par une punition, trés largement observé chez les joueurs qui sont victimes
d’un partage inégal. D’un co6té, en effet, leur décision sanctionne directement ou
indirectement le manquement a une régle dérivée de cette norme, mais, d’un autre coté, elle
vise "auteur de ce manquement sur la base d’un principe simple de réciprocité, a I’ceuvre, par
exemple, dans la loi du talion. Dans le cas de la premieére motivation, la punition ne
s’accompagne pas nécessairement d’animosité particuliere a I’encontre de ceux qui, par leur
comportement, ont enfreint cette norme sociale de partage égalitaire ; dans le second cas il
pourrait s’agir d’une simple vengeance, partiellement indépendante de cette norme. Les
chercheurs se sont donc efforcés de disjoindre ces deux possibles motivations.

Il apparait cependant tres difficile, en restant a un niveau strictement comportemental, de
désenclaver ces deux composantes de la motivation a punir, dans les diverses situations de
partage inégal fournies par les jeux expérimentaux. Si elles interviennent le plus souvent en
symbiose en se confortant mutuellement, il reste probable que chacune puisse €tre associée a
une activation cérébrale, au moins partiellement, différente. C’est ’hypothese formulée par
une majorit¢ de chercheurs en neurosciences qui a conduit récemment plusieurs équipes a
s’efforcer d’identifier ces différences au niveau neuronal. Cette démarche parait ici
particuliecrement féconde, dans la mesure ou, a I’exception de témoignages tirés de
I’introspection, les matériaux fournis par les sciences du cerveau sont pratiquement les seuls
dont on peut disposer pour éclairer les questions posées par la distinction entre ces deux
composantes des réactions observables face a des partages inéquitables.

Pour éliminer tout facteur de vengeance et la référence a un simple principe de



réciprocité, afin de déterminer si ’acception d’un cofit personnel pouvait s’expliquer par la
simple volonté de faire prévaloir une régle de partage équitable, une équipe de chercheurs a
procédé a une expérience différente. Plusieurs distributions de revenu entre les joueurs d’un
groupe leur étaient proposées au hasard et il leur était ensuite demandé s’ils étaient disposés a
payer pour rétablir une distribution plus €quitable. Non seulement une large majorité des
joueurs s’est révélée préte a accepter de payer pour obtenir un partage plus équitable, mais ce
sont ceux qui se montreérent le plus sensibles a cette inégalité, qui dans un autre jeu, proche
de celui de la punition altruiste, ont également accepté de punir, a leurs frais, ceux qui ne
respectaient pas ce principe d’équité. D’une certaine maniere du reste I’'idée d’un sacrifice
altruiste, au nom d’un principe ou d’une régle, méme si elle ne se traduisait pas ici par la
décision d’une sanction, était cependant présente dans cette expérience (Dawes ef al., 2012).

Le fait que cette distribution, déterminée par ’ordinateur, était, dans cette expérience,
indépendante de toute volont¢ humaine a permis ainsi d’isoler la référence a une norme
d’équite dans les choix observés en faveur d’une redistribution plus égalitaire, méme lorsque
de tels choix s’accompagnaient d’un colit personnel pour les intéressés. Conformément aux
expériences antérieures, plusieurs régions du cerveau ont €té activées a cette occasion, en
particulier celles du cortex préfrontal dorsolatéral et ventromédian d’une part, et celle du
cortex orbitofrontal, d’autre part. En outre, la partie antérieure du cortex insulaire s’est
¢galement révélée activée. Le role joué par cette région cérébrale dans les relations des
individus avec autrui, en particulier en termes d’équité sociale semble déterminant a I’issue de
cette expérience. Cette partie du cortex insulaire est, en effet, la seule a avoir €t activée aux
différentes séquences de I’expérience, lors de la transformation de la distribution initiale en
une distribution plus égalitaire (Dawes et al., 2012). Elle est ¢galement la seule a avoir ¢€te
activée dans toutes les expériences connues correspondant aux différentes versions de partage
inégal, tirées du jeu de l'ultimatum et du jeu du dictateur. Cette zone du cerveau est
aujourd’hui considérée au centre d’un systeme qui régulerait les différentes manifestations
attribu¢es a une sorte d’empathie sociale. Cette norme ¢égalitaire d’équité pourrait donc
trouver son origine dans un mécanisme cérebral d’émotion empathique a I’endroit d’autrui de
portée tres generale. Elle constituerait alors 1’'un des facteurs déterminants de la décision de
punir les comportements qui s’¢loignent de cette norme, méme et peut-€tre surtout,
lorsqu’elle s’accompagne d’un cofit é&conomique pour le punisseur.

Cette hypothése, fondée sur ’observation de régions cérébrales sélectivement activées,
peut é&tre rapprochée d’autres résultats obtenus dans des travaux différents mais
complémentaires, portant sur les relations entre les réactions des sujets lorsqu’ils sont
confrontés a des partages inégaux, et le niveau de leur taux de sérotonine. La sérotonine,
comme on I’a déja signalé, est un neurotransmetteur chimique qui agit sur la régulation de
certaines €émotions et des comportements qu’elles entrainent chez les sujets, en raison,



précisément, du réle de modulateur qu’elle exerce sur les aires cérébrales qui ont été
mentionnées. L’action de la sérotonine se manifesterait ainsi déterminante, a I’intersection
entre 1’aversion (ressentie) et I’inhibition (déclenchée). Certains chercheurs soupgonnent
I’existence d’un systetme de régulation sérotoninergique, comme il existe un systéme
dopaminergique, qui déclenche le circuit de la récompense, aujourd’hui bien connu. Le
fonctionnement d’un tel systtme de modulation par la sérotonine pourrait éclairer nos
rapports sociaux et plus particuli¢rement nos réactions face aux inégalités et a I’'iniquité
(Crockett, 2012). La difficulté rencontrée pour identifier son fonctionnement tient aux
relations apparemment contradictoires qui ont été observées entre les niveaux de sérotonine
et les comportements des sujets, devant des situations équitables et inéquitables résultant
notamment d’un partage. On observe, en effet, d’un coté, une baisse du niveaude la
sérotonine chez les sujets qui refusent un partage inégal dans le jeu de I'ultimatum a un coup,
et plus encore chez les punisseurs lorsque leur punition s’accompagne d’un cotit personnel.
D’un autre c6té, il apparait que toutes les propositions de partage équitable s’accompagnent,
au contraire, d’une augmentation du taux de sérotonine (Crockett et al., 2010). Crockett
propose une explication assez convaincante du role pro-social de la sérotonine dans les deux
cas. L’activation de la sérotonine stimule une relation émotionnelle d’empathie positive vis-a-
vis d’autrui, visant notamment a éviter tout ce qui pourrait entacher cette relation et, en
particulier les comportements inéquitables. Dans le cas de la punition altruiste, la
désactivation de la sérotonine permet d’inhiber cette émotion immédiate, en vue précisément
de permettre de faire prévaloir une régle sociale d’équité garantissant la coopération entre les
individus. Cette hypothése se trouve indirectement validée par la corrélation inverse observée
entre la variation du taux de sérotonine et la réciprocité, suivant qu’elle résulte d’une
« réciprocation positive » ou d’une « réciprocation négative », comme le sont les propositions
de partage inéquitables (Siegel et Crockett, 2013). La sérotonine serait donc un modulateur
des comportements sociaux en fonction des différents environnements. Principes de
réciprocité et normes €galitaires pourraient, en fin de compte, dépendre d’un méme systéme,
dont Dorigine est peut-étre d’ordre génétique. Mais les conditions précises de son
fonctionnement sont encore mal connues.

On sait, en outre, que ce systeme sérotoninergique n’est pas sans lien avec le systeme
dopaminergique. Or on a vu que I’activation du circuit de la récompense était également I’un
des ressorts de la punition altruiste. Il n’est pas surprenant, dans ces conditions, que les sujets
les plus prompts a sanctionner a leurs frais ceux qui ne respectent pas la norme d’équite
soient précisément ceux qui sont personnellement les plus attachés a cette norme, quelle que
soit I'interprétation associée a cet attachement. On peut ainsi conjecturer que la punition
altruiste fait intervenir simultanément une intensification du systeme dopaminergique et une
réduction du systeme sérotoninergique.



La manicere dont fonctionne cette référence a une norme ¢€galitaire implicite n’est pas,
comme le suggerent les travaux mentionnés, indépendante des circonstances dans lesquelles
elle se manifeste. C’est ainsi que des effets de contexte ont ét€ mis en évidence, en partant de
réponses observées dans un jeu de l'ultimatum, ou les procédures ont ét¢ modifices, de
manicre a permettre aux joueurs des comparaisons entre I’offre qui leur était proposée et des
offres alternatives (Radke ef al., 2012). Par ailleurs, la référence a cette norme n’exclut pas,
bien au contraire, ’anticipation par le sujet du comportement de 1’autre avec lequel il se
trouve en interaction. Plusieurs expériences ont ainsi montré que la réaction a une regle de
partage proposée par le joueur en premier, dans le jeu de I'ultimatum, variait en fonction des
données mises a la disposition du joueur en second, lui permettant, de ce fait, de formuler
une anticipation sur cette offre. Ainsi une offre antérieure tres basse lui fera accepter plus
facilement une offre, pourtant encore bien inégalitaire (Sanfey, 2009). On ne peut pas
invoquer pour I’expliquer une forme de réciprocité, puisque le joueur ajuste son exigence a
ce qu’il connait du comportement de son partenaire, alors méme que ce dernier s’est montré
antérieurement peu soucieux d’équité. Cette modulation de la norme sociale de référence, en
fonction de l’anticipation circonstancielle du sujet, s’accompagne de I’activation d’un réseau
neuronal clairement identifié, celui organis€ autour du cortex cingulaire antérieur (ACC). Ce
réseau est, comme on 1’a vu, associ¢ au traitement de situations incertaines, voire
conflictuelles, en raison de références contradictoires. Or cette région cérébrale est
précisément la seule a se trouver activée, lorsque la perception d’une violation de la norme
sociale du partage égalitaire se juxtapose a des informations capables de nourrir cette
anticipation (Chang et Sanfey, 2011). Tout porte donc a penser qu’il s’agit d’'un mécanisme
d’adaptation de cette norme sociale aux données factuelles dont dispose le sujet pour la
mettre en ceuvre dans la situation spécifique d’interaction ou il se trouve. On peut, pour cette
raison, le rapprocher d’autres mécanismes de régulation bayésienne qui ont été identifiés a
I’occasion de comportements faisant intervenir d’autres fonctions cérébrales. Un tel
mécanisme contribue ici a renforcer les regles dérivées de cette norme sociale d’équité. Elle
pourrait méme avoir facilit¢ leur émergence.

P

S’1l semble établi que la punition altruiste sanctionne le manquement a une regle fondée
sur une norme implicite, cette punition constitue également une action intentionnelle prise par
le décideur a I’encontre d’une autre personne. Dans les exemples précédemment analysées,
cette décision de punir, lorsqu’elle se manifestait, émanait d’un joueur et visait un autre
joueur, dans le cadre d’une interaction régie par les régles formelles d’un jeu. Elle était
qualifiée d’altruiste dés qu’elle entrainait une pénalisation, directe ou indirecte, pour le
punisseur. Une regle, toutefois, et plus encore la norme qui I'inspire, se doit d’avoir une
portée geénerale. Cet attribut des régles devrait donc conduire les individus qui s’y référent a



sanctionner toutes les personnes qui les violent. C’est la raison pour laquelle le champ
d’application de la punition ne se limite pas aux seules personnes dont le comportement a
directement lés€ ceux qui I’actionnent. Afin de savoir si tel est le cas pour les punitions
sanctionnant cette norme d’équité du partage, méme lorsqu’elles s’accompagnent d’un cofit
pour le punisseur (cas de la définition étroite de la punition altruiste), les chercheurs ont
congu différents dispositifs expérimentaux, grace auxquels ils ont observe si, et dans quelles
conditions, cette décision de punir ceux qui ne respectent pas les regles implicites qui ont été
mises en évidence était également prise a I’encontre de tierces personnes, extérieures a
I’interaction directe qui caractérise le déroulement du jeu.

Une équipe autour de Strobel a ainsi fait réagir des sujets en les confrontant
successivement a des partages inégaux dans deux situations différentes. Dans la premiére
situation, le sujet est partie prenante, et donc personnellement victime de cette inégalité. Dans
la seconde situation, il observe ce partage inégal entre deux acteurs qu’il ne connait pas. La
victime de ce partage lui est donc, cette fois, extérieure (Strobel ef al., 2011). Les résultats
expérimentaux ont montré que 1’échelle des punitions décidées dans les deux situations était
peu différente, a ’exception, contre-intuitive, d’un partage 18/2, pour lequel la punition
décidée est apparue sensiblement plus sévere, dans la seconde situation.

Les informations sur le fonctionnement cérébral qui ont ainsi été recueillies par IRM son
plus précieuses. Les mémes régions ont €t¢ activées dans les deux situations, avec, seulement,
une intensit€¢ un peu plus faible, lorsqu’il s’agissait de sanctionner des partages inéquitables
concernant une personne €trangere, dans la seconde situation. Plus précisément, et comme
attendu, le circuit de la récompense, associ€ a la punition altruiste, est apparu plus fortement
activé dans le cas d’une punition sanctionnant un partage inégal dont le sujet était
personnellement victime. En revanche, les régions sollicitées du cortex préfrontal droit et de
I’ACC ont été activées avec une intensité tout a fait comparable dans les deux situations. Cette
derni¢re constatation est d’autant plus intéressante que ce sont ces zones du cerveau qui
avaient €t¢ activées avec une plus forte intensité¢ dans I’hypothése de la punition altruiste, telle
qu’elle avait été mise en évidence dans I’expérience originelle de De Quervain. La jouissance
immeédiate, tirée de la punition altruiste, est donc peut-étre un peu moins intense dans le cas
ou elle vise une personne étrangere, mais ses ressorts neuronaux apparaissent identiques dans
les deux cas.

Si ces résultats sont confirmés, on pourrait étre en présence d’un systeme neuronal de
sanction de la norme d’équité qui présenterait une certaine analogie avec celui des neurones
miroirs. En effet, les résultats obtenus par Strobel et son équipe suggerent que la vision d’une
inégalité dont serait victime un autre déclencherait, chez les sujets, les réactions d’un méme
systtme neuronal que si le sujet en était lui-méme la victime. Mais contrairement aux
exemples des neurones miroirs, il ne s’agit pas cette fois d’un systéme moteur, mais d’un



systéme de ressenti émotionnel identique, qui conduirait, ici, dans les deux cas, a une méme
intention, celle de punir.

L’introduction du point de vue du tiers dans des protocoles expérimentaux a permis de
mieux identifier ce que représente une regle implicite qui se référe a une norme sociale, en
transformant la nature de I’'implication du sujet dans sa mise en ceuvre. C’est la raison pour
laquelle cette mise en perspective a €t€ souvent utilisée dans des contextes tres différents, afin
de mieux cerner comment les sujets appréhendent des reégles sociales implicites. Une
extension de cet usage concerne la norme de partage elle-méme, qui constitue ’exemple qui a
¢té encore privilégi€. Sans référence a une punition, cette fois, une équipe de chercheurs a
cherché a identifier les réactions des sujets confrontés a différentes regles de partage. Ces
partages leur étaient présentés de maniere aléatoire, c’est-a-dire indépendamment de toute
intentionnalité qui pourrait €tre rapportée a un sujet. On distinguait alors : a) le cas ou les
sujets ¢taient eux-mémes directement concernés par le partage ; b) le cas ou le partage
concernait les membres d’un groupe, auquel ils n’appartenaient pas. Comme dans le jeu de
I’ultimatum, les sujets dont le comportement était €tudi€ se trouvaient placeés dans le role du
joueur en second et pouvaient, de ce fait, accepter ou refuser la régle de partage qui leur était
proposée. Mais cette fois, et cela contrairement aux regles du jeu de I'ultimatum, leur réaction
n’intervenait pas en réaction a la décision d’un joueur en premier, puisque les propositions
leur étaient transmises de maniere aléatoire (Civai et al., 2012).

Ce protocole expérimental complexe, en raison des différents types de partage retenus
dans les deux situations, rend difficile 'interprétation des résultats comportementaux qui ont
¢té obtenus. Sans surprise, une majorité¢ des sujets rejetérent les partages inégaux dans la
situation b. Dans la situation a, en revanche, les résultats sont moins clairs. Si une majorité
rejeta les offres de partage qui leur étaient défavorables, plusieurs acceptérent cependant des
offres inégalitaires, dés qu’elles n’étaient pas désavantageuses pour eux. Cette différence
observée dans les comportements, selon que le partage les concernait directement ou
concernait des tiers s’est révélée étroitement corrélée aux différences d’activation de certaines
régions cérébrales, dans les deux situations. Ainsi des aires correspondant a des taches
cognitives, comme certaines zones du cortex cingulaire antérieur, ont été¢ sensiblement plus
activées dans la situation a, que dans la situation b. Ce constat n’est guére surprenant. C’est
dans cette situation, en effet, que le dilemme entre ’'intérét personnel et la norme d’équité est
¢videmment le plus aigu. Plus intéressant, peut-€tre, certaines zones cérébrales, en particulier
dans la région de I’insula, se sont montrées activées lorsque les sujets sont confrontés a une
offre de partage inéquitable, dans la situation a, comme dans la situation b, et cela quelle que
soit la réponse donnée a cette offre. Une référence commune de dégolit par rapport a
I’inégalit¢ d’un partage se manifesterait donc au niveau neuronal, indépendamment de
I’implication personnelle et directe du sujet.



L’interprétation de ces résultats et leur confrontation avec ceux mis en évidence dans
I’expérience de Strobel ne sont pas simples. En apparence, au moins, ils semblent méme se
contredire partiellement. Certes, dans les deux expériences, les dispositifs ont permis
d’identifier des régions du cerveau qui se trouvent activées lorsque la norme sociale d’un
partage ¢équitable se trouve violée, que cette violation pénalise le sujet lui-méme, ou
seulement d’autres sujets. Mais ces régions cereébrales ne sont pas les mémes dans chacune
des expériences. La zone du cortex prefrontal droit, identifiée par Strobel comme commune
aux deux situations, ne se trouve activée que dans la situation ou le sujet est personnellement
concerné par le partage, dans 1’expérience de Civai.

L’expérience de Strobel porte sur la décision de punir ’auteur d’un partage jugé inégal,
dont la victime est, dans le premier cas, le sujet lui-méme, et, dans le second cas, un autre,
que le sujet observe. Dans I’expérience de Civai, il est seulement question, pour le sujet,
d’accepter, ou de rejeter, une offre de partage inégal qui, en a le concerne personnellement,
ou qui, en b, concerne d’autres. Certes, si le sujet décide de rejeter I’offre de partage, il en
résulte une sanction pour ceux qui sont les parties prenantes de ce partage, puisque, alors,
personne ne regoit rien. On peut méme parler, a cette occasion, pour cette raison, de punition
altruiste dans la situation a. Mais, dans I’expérience de Civai, ce n’est pas le responsable du
partage qui se trouve ainsi sanctionné. En outre, dans la situation b, la victime du partage
inégal est, dans I’expérience de Strobel, directement vue par le punisseur, tandis qu’elle reste
abstraite dans I’expérience de Civai. On peut penser, dés lors, que le sujet interrogé sur
I’acceptabilité¢ (ou le refus) du partage se trouve conduit a s’imaginer a sa place dans
I’expérience de Strobel, alors qu’il adopte un point de vue extérieur dans celle de Civai. Civa
invoque, du reste, la figure du spectateur impartial dans un article plus récent sur le méme
sujet (Civai et al., 2013).

Leur point commun porte, en définitive, sur I’étendue du champ d’application de cette
norme de partage équitable, comme référence implicite des comportements observés.
S’agissant, dans les deux expériences, d’actes différents, il n’est pas étonnant que cette
référence opere selon des modalités propres qui correspondent a ’activation de régions
cérébrales distinctes. Considérés sous cet angle, les résultats recueillis dans ces deux types
d’expériences devraient donc plutot €tre considérés comme complémentaires. Sur la base
d’une réaction premiere commune de dégofit, provoquée par une formule de partage inégal,
se construirait, ensuite, une réaction comportementale adaptée a chacune des situations.

Le point de vue du tiers a également été retenu dans une perspective un peu différente,
s’agissant, cette fois, de définir la punition a infliger & un individu coupable d’un
comportement délictueux, au sens juridique, c’est-a-dire en référence a une norme explicite.
L’épreuve consistait a demander aux sujets de 1’expérience de choisir, sur une échelle, une
peine a infliger a différents individus qu’ils ne connaissaient pas, mais qui leur étaient



présentés en relation a des actes délictueux, au terme d’une cinquantaine de scénarios
brievement exposés (Buckholtz et al., 2008). La référence a une norme de justice n’est plus
ici portée par un partage et il n’existe plus de lien entre la violation de cette norme et un
dommage que cette violation pourrait concrétement causer au punisseur. Dans une telle
expérience, les sujets de cette expérience endossent en quelque sorte les habits du juge, ou, si
I’on préfere, adoptent le regard du « spectateur impartial » d’Adam Smith.

En dépit de ces différences avec les expériences précédemment discutées, certains
résultats fournis par I’exploration du cerveau par IRMf dans cet autre cadre présentent un
intérét pour notre recherche. Ainsi retrouve-t-on activeée, dans I’expérience de Buckholtz la
méme région du cortex préfrontal droit, dont I’activation avait été observée dans I’expérience
de Strobel, lorsque les sujets décidaient de punir ceux qui ne respectaient pas la norme
d’équite, qu’ils en soient ou non personnellement victimes. Ce rapprochement n’a pas
¢chappé a Buckholtz, qui y a reconnu, derriere la décision de punir, I’activation d’un méme
substrat neuronal, qu’il s’agisse de sanctionner les comportements de ceux avec lesquels le
punisseur est en interaction directe, comme dans les situations étudiées par la théorie de jeux,
ou ceux de tiers par rapport au punisseur, comme dans les situations judiciaires (Buckholtz,
Marois, 2012).

C

Une comparaison directe des résultats mis en évidence par ces différentes expériences
n’est pas possible. Les rapprochements trop hatifs de ces résultats peuvent méme aboutir,
comme on I’a signal€, a des contradictions. Il est clair en tout cas qu’il n’existe, aujourd’hui
encore, aucune théorie neuronale unifiée permettant de rendre compte des comportements
observes regroupes autour des différentes formes de punitions altruistes.

On peut néanmoins tirer de la confrontation des données recueillies par I’imagerie dans
ces situations plusieurs éléments intéressants pour notre enquéte. Ainsi trois mécanismes
neuronaux différents semblent pouvoir étre distingués, qui interviendraient successivement
lors de la révélation de ces regles sociales implicites, par I'intermédiaire de la punition. En
premier lieu, la détection, par le sujet, d’une situation qui violerait une norme de justice
(partage inégal, acte délictueux), dont la signature neuronale serait 1’activation de la région de
I'insula. A cette phase préliminaire correspondrait une baisse du niveau de la sérotonine,
associée a I’émotion négative qu’elle suscite. En second lieu, la décision prise par le sujet, de
punir celui qui est responsable de cette violation, serait principalement repérable, au niveau
neuronal, par une activation du cortex préfrontal ventromédian, et surtout du cortex
préfrontal dorsolatéral droit. La transformation de cette norme en regle se trouverait ainsi
confirmée et entretenue par la punition. Enfin, la mise en ceuvre de cette punition serait
stimulée, chez le punisseur, par un mécanisme de jouissance de type du circuit de la



récompense, qui se manifesterait par une augmentation de la dopamine et une activation de
certaines aires cérébrales, comme le striatum. Une telle jouissance serait renforcée lorsqu’elle
s’accompagnerait d’un colt pour le punisseur. Le ressort de cette jouissance paradoxale
pourrait étre recherché au niveau génétique. Il s’agirait alors, comme le pensent certains
neuroanthropologues d’une modalité biologique de la sociabilité aux fins de préservation de
I’espece.

Ces résultats rapportés par les neurosciences semblent conforter notre hypothese initiale,
selon laquelle des regles sociales implicites, renvoyant a I’égalité et a la justice, se trouvent
révélées par la punition infligée a ceux qui les violent. L’argument déterminant en sa faveur
est fourni ici par la mise en évidence d’un ensemble de mécanismes cérébraux que ’on
trouve, selon des modalités parfois différentes, associé€ a tous les modes de punition qui ont
¢té¢ distingués. Leur mise en ceuvre se retrouve, a quelques variantes pres, dans les divers
types de situations qui ont ¢€t¢ étudiés, quelle que soit la position occupée, dans ces
différentes situations, par le responsable et par la victime, par rapportau punisseur.
L’introduction, sous des formes différentes, d’un point de vue de tiers dans les expériences
récentes qui ont ¢t¢ mentionnées, a permis de montrer que les supports neuronaux de ces
punitions sont presque identiques, lorsque ces punitions visent une personne, extérieure, par
définition, au jeu interactif, et lorsqu’elles sont destinées a d’autres joueurs, comme dans les
jeux ou elles avaient initialement ¢€t¢ €tudi¢es. Ce constat alimente notre présomption qu’un
méme ressort mental anime ces punitions chez les punisseurs : conforter, affermir et
transmettre certaines regles sociales implicites.

L’existence de regles sociales implicites, qui contribuent a orienter les comportements des
individus dans leurs interactions, fait donc partie intégrante de I’intersubjectivité sous ses
différentes dimensions qui ont été repérées dans la premiére partie. Elles s’inscrivent dans
une interaction directe avec I’autre acteur (deuxiéme personne) dans un méme jeu. Mais elles
ont également leur place dans I’interaction entre deux, ou plusieurs « autres », lorsqu’ils sont
considérés, du point de vue d’un tiers (troisiéme personne). Elle concerne, enfin, le « moi »,
en tant qu’il se trouve, lui-méme, acteur dans cette interaction avec l’autre (premiere
personne) et qu’il représente, a ce titre, un autre pour ’autre et donc, aussi, pour lui-méme,
dans cette situation. Cette tripartition, a laquelle renvoient ces régles sociales, trouve ainsi une
illustration particuliére aux différents niveaux ou s’exerce leur sanction par la punition. Elle
permet, en particulier, d’éclairer le sens de la « punition altruiste », que le sujet décide de
s’infliger (premicre personne) en sanctionnant I’autre (deuxieéme personne) avec lequel il se
trouve en interaction directe, ou un autre extérieur a cette interaction (troisiéme personne).
On observera que dans ce dernier cas le sujet s’imagine lui-méme dans la situation d’une
troisiéme personne, au sens du spectateur impartial.

Il reste a comprendre comment s’enchainent les différents mécanismes neuronaux qui ont



¢été repérés, chaque fois, au niveau des cerveaux individuels. C’est dans cette perspective
dynamique que la dimension sociale du phénomeéne pourrait étre ¢élucidée. Pour mieux le
saisir, on commencera par rappeler que la connaissance d’une norme destinée a fonder une
régle doit étre, au moins, partagée avec les autres, et méme, peut-étre, commune entre eux.
Nous proposons d’introduire ici, pour cette raison, une phase intermédiaire entre I’émotion
négative premiere, assimilable a un dégolit, suscitée par la perception d’une situation
inéquitable ou injuste, et la décision de punir ceux qui en seraient responsables. Ce dégotit
s’accompagne, pour celui qui I’éprouve, d’une surprise provoquée par la découverte que la
norme d’équité, au moyen de laquelle il évalue un partage, n’est pas partagée par 1’autre et/ou
les autres.

Nous retrouvons ici le réle joué¢ par I’anticipation dans cette référence a des normes
sociales implicites, mise en évidence par Sanfey. Mais Sanfey cherchait a montrer que des
informations antérieures, dont peut disposer le sujet, modifient ses anticipations et, partant,
son comportement au regard d’'une méme norme sociale (Chang et Sanfey, 2011). Cette
modification qui, dans ’expérience de Sanfey, est assimilable a un effet de « cadrage », n’est
pas cependant ici 1’¢lément central qui caractérise I’anticipation du sujet. Ce dernier
s’attendait, en effet, a ce que sa norme fit partagée. Le comportement de I'autre lui révele
brutalement qu’il n’en est rien. Il se trouve, par conséquent, confronté a une incertitude d’un
type particulier, que 'on peut qualifier d’incertitude « inattendue », par opposition a
I’incertitude attendue qui caractérise les situations ordinaires, ou I’incertitude porte sur
I’occurrence d’un état parmi des €tats prévisibles, et donc, attendus. D’autres recherches en
neurosciences ont découvert une base neuronale a cette distinction. Le travail cérébral se
trouverait régulé par des neuromodulateurs différents dans les deux cas, ’acétylcholine,
lorsqu’il s’agit d’une incertitude attendue et la norépinéphrine lorsqu’il s’agit d’une
incertitude inattendue (Yu et Dayan, 2003). Or ces deux neuromodulateurs ne fonctionnent
pas de la méme manicre, de telle sorte que les procédures mentales qui leur sont associées
sont ¢galement différentes. Ainsi, la norépinéphrine, impliquée dans I’hypothése d’une
incertitude inattendue, fournit au cerveau un signal d’alarme, qui interrompt le modele
familier de traitement des informations, selon une procédure top down guidée par
I’acétylcholine (Dayan et Yu, 2006). C’est précisément ce qui semble se produire, lorsqu’un
sujet, qui s’attendait a un partage €quitable, au regard d’'une norme implicite qu’il croyait
partager avec son interlocuteur, réagit a sa proposition de partage inégalitaire. Cette
proposition entraine pour lui une rupture dans son mode¢le d’anticipation. Cette rupture
pourrait expliquer la transition entre 1I’émotion négative premicre, que lui inspire cette
manifestation d’injustice, et sa décision de réagir en décidant de punir, fiit-ce en se pénalisant
lui-méme. La décision de punir traduirait alors une réponse stratégique adaptée a cette
incertitude qu’entraine la perte de cette référence a la norme sociale d’équite.



Une telle analyse rejoint, sur ce point, ce que De Souza et d’autres philosophes, nomment
I’émotion épistémique (epistemic feelings). De Souza a lui-méme reli¢ la surprise qui se
trouve a I’origine de cette émotion ¢€pistémique a la prédominance de la norépinéphrine, qui
caractérise I'incertitude inattendue selon Yu et Dayan (De Souza, 2009). L’introduction de
cette dimension de surprise, a I’origine de la décision de punir, permet €¢galement d’expliquer
les interprétations psychologiques divergentes qui ont €t€¢ proposées pour rendre compte de
sa relation avec la baisse constatée du taux de sé€rotonine chez le punisseur. Cette décision de
punir marque, en effet, une rupture brutale par rapport a ’appréhension de I’incertitude,
souvent associ¢e a une forme d’emportement. Mais elle révele également un choix stratégique
réfléchi dans le nouveau contexte. Il reste, enfin, a comprendre comment s’opere ce choix
stratégique. Il s’agit, pour le punisseur, d’un arbitrage entre un gain personnel, modeste, mais
immeédiat, et un manque a gagner, de méme importance, mais ouvrant la voie a un futur
retour au partage équitable. Considéré dans cette perspective le rejet d’un partage inéquitable
dans le jeu de lultimatum et, plus généralement, les différentes variantes de la punition
altruiste, correspondent a un pari social sur I’avenir. Il n’est donc pas étonnant, dans ces
conditions, que la décision de punir active ¢galement un circuit de la récompense associ¢ au
risque qui accompagne ’effet, cette fois attendu, de cette sanction.

RETOUR SUR LES JEUX : NORMES SOCIALES ET STANDARDS DE COMPORTEMENT

Les travaux qui ont été analysés ont permis de dégager Darricre-plan neuronal des
comportements de rejet et de la volonté de punir, observés chez des sujets lorsqu’ils se
trouvent confrontés, du fait d’autrui, a des situations qu’ils estiment in€quitables ou injustes.
Cette approche a permis, de cette maniere, d’identifier certaines normes implicites qui reglent
nos comportements d’interaction sociale. C’est en adoptant une autre perspective sur les jeux
que von Neumann et Morgenstern se proposaient, a travers la théorie des jeux qu’ils
esquissaient, de rendre compte des régles sociales susceptibles d’émerger des interactions.
Selon eux, tout systeme d’interaction formalisé par un jeu peut donner lieu a différentes
solutions, qui varient en fonction du concept de solution retenu.

Sous cet angle, la solution d’un jeu sert a définir les conditions de cohérence internes
associées, par cette interaction, a I’obtention d’une richesse collective et a son allocation entre
les joueurs. Il existe, de ce fait, pour von Neumann et Morgenstern, plusieurs concepts de
solution différents, qui renvoient, chaque fois, a ce qu’ils nomment des « standards de
comportement acceptés », qui équivalent, pour ces auteurs, a « des ordres sociaux établis » et
se traduisent par des organisations institutionnelles (von Neumann et Morgenstern, 1946)°.
Les ordres sociaux qui correspondent a ces standards de comportement, tout a la fois,
reposent sur certains principes implicitement acceptés par les joueurs (normes sociales), et
modélent I’organisation sociale de leurs interactions (institutions). A partir de cette grille



d’interprétation, le jeu de De Quervain, par exemple, peut donner lieu a deux solutions
différentes, selon le concept de solution retenu. Au terme de sa solution classique, comme on
I’a rappelé, le fruit de leur interaction n’augmentera pas leur dotation initiale, soit 10u + 10u,
correspondant a la somme allouée a chacun au départ. Ce résultat dépend directement du
standard de comportement incorporé dans le concept de solution adopté, qui implique ici que
chacun des joueurs maximise son intérét individuel. Une autre solution est également
possible, ou I'interaction des joueurs aboutit, cette fois, & un gain, partagé entre eux, en parts
¢gales, soit 25u + 25u. Une formalisation en ce sens a été proposée par Berge. Cette solution
satisfait les mémes exigences de logique interne que la précédente, mais elle se fonde sur un
autre concept de solution, I’équilibre de Berge, qui renvoie a un standard de comportement
différent. Ce standard de comportement répond, dans la formulation de 1’équilibre de Berge,
a la norme sociale d’un partage égalitaire.

La théorie des jeux ainsi esquissée par von Neumann et Morgenstern dans leur ouvrage
fondateur postule I’existence de standards de comportements acceptés qui é€clairent la
solution du jeu. Selon eux, ces standards de comportements, adoptés par les joueurs, ne sont
pas réductibles a leur seule rationalit¢ individuelle. Ils considerent seulement que les
recherches sur 1’origine de ces standards de comportements sortent du champ d’investigation
de la théorie qu’ils se proposent €laborer.

Depuis lors, la majorité des progres réalisés par la théorie des jeux, sous I'influence des
¢conomistes, a été accomplie en adoptant une perspective différente sur les jeux initiée par
Nash. Afin de réduire le caractére arbitraire du choix des normes sociales qui inspirent ces
standards de comportement, on peut tout simplement postuler que les joueurs choisissent de
manicre rationnelle leur stratégie et que ce choix rationnel consiste seulement a adopter une
stratégie qui maximise leur gain personnel. En assimilant ainsi le standard de comportement a
la seule rationalité individuelle de joueurs égoistes ainsi définie, on aboutit a une théorie plus
dépouillée et plus parcimonieuse dans ses hypothéses. Formulé dans le jargon de la théorie
des jeux, c’est le paradigme des jeux non coopératifs qui, pour cette raison, s’est
progressivement imposé a une majorité de chercheurs, au moins en économie. Ces avantages
ont cependant leurs contreparties. L’économie expérimentale, puis, plus récemment, la
neuroéconomie ont montré qu’une décision réfléchie n’est jamais réductible a une décision
rationnelle. Elle fait intervenir un ensemble beaucoup plus riche d’éléments. Certaines de ces
composantes relévent de la cognitivité, elle-méme distincte de la simple logique ; d’autres
dépendent de la sensibilité et des émotions éprouvées par le sujet.

Ces nouvelles données ont non seulement conduit a réexaminer un ensemble de mode¢les
de jeux, dérivés du standard des choix individuels rationnels, mais elles ont, surtout,
contribué¢ a réouvrir la question des standards de comportement, initialement posée par
Neumann et Morgenstern, avec cependant un changement épistémologique important. Au lieu



de les tenir pour des facteurs, certes importants, mais extérieurs a la théorie des jeux elle-
méme, il s’agit désormais de les endogénénéiser, de manicre a pouvoir en rendre compte, au
moins partiellement, en utilisant des développements plus récents de la théorie des jeux.

Pour y parvenir, les chercheurs ont tout d’abord essayé d’expliquer ce qui pousse les
joueurs a conformer leur propre comportement a ce qu’ils croient étre des standards de
comportements socialement acceptés par les autres. Ils ont ainsi dégagé une dynamique du
conformisme, ou prime, chez chacun, I'idée de ce que pensent les autres de leur
comportement. Cette dynamique se trouve entretenue par le fait que les comportements
conformes a ces standards se trouvent récompenses, tandis que les comportements déviants
sont sanctionnés, voire penalisés (Jones, 1994 ; Bernheim, 1994). Bernheim montre sur des
exemples que ces récompenses et ces sanctions peuvent étre matérielles, mais qu’elles
peuvent également étre purement morales (I’estime des autres, la réputation...). Les
¢conomistes seront tentés d’invoquer alors le role de « métapréférences », dont il reviendrait
aux neurosciences de dégager les ressorts cérébraux. On peut y voir un argument
supplémentaire en faveur du réle joué¢ par la punition altruiste, entendue, au sens large, dans
la transmission des standards de comportements, et donc des regles auxquelles ils renvoient.

Une branche particuliere de la théorie des jeux se propose d’aller plus loin dans la
recherche des déterminants sociaux de ces standards de comportements. Elle cherche ainsi a
rendre compte des évolutions dans les comportements sociaux, en étudiant directement la
dynamique des interactions sur une période suffisamment longue, non pas seulement entre
deux ou quelques joueurs individuels, mais également et surtout entre des populations d’un
grand nombre de joueurs. Ces travaux ont ainsi mis en évidence ’émergence et ’évolution de
normes sociales qui, indépendamment des intentions des individus, orientent leurs actions.

Ici encore le jeu de I'ultimatum peut servir d’illustration. Dans sa formulation statique,
toutes les propositions de partage €émanant de celui qui joue en premier débouchent sur une
forme d’équilibre faible, puisque celui qui joue en second a toujours intérét a ’accepter — un
refus entrainant, pour lui, un manque a gagner. Le standard de comportement associ¢ a ce
concept de solution, tel que nous I’avons interprété, recommande donc au joueur en premier
de proposer la formule de partage la plus in€gale, a son avantage, et, au joueur en second, de
toujours I’accepter. Imaginons maintenant que le jeu soit répété un tres grand nombre de fois.
Les comportements que prescrit la solution statique deviennent alors caducs. Le joueur en
second peut avoir intérét a refuser certaines des offres de partage inégales qui lui sont faites,
et celui qui joue en premier a modifier ces offres, pour tenir compte de ces refus. De tels
ajustements interviennent a la lumiere des comportements observés chez l'autre et des
anticipations que suscitent ces observations chez chacun. De ce fait, la pluralité des équilibres
possibles réapparait et un nouveau probleme surgit. 11 concerne la s¢lection de I'un de ces
¢quilibres. Sa solution dépend, cette fois, de la dynamique du systéme et, en particulier, de la



durée du déroulement du jeu. Le concept de solution pertinent repose alors sur la stabilité du
systtme et renvoie a d’autres standards de comportements. Quelques auteurs ont ainsi
calculé, qu’en partant d’une offre de partage initiale trés inégalitaire refusée par le partenaire,
un jeu de 'ultimatum parvient a se stabiliser autour d’un équilibre, dés que 1’offre de partage
s’¢levait au-dessus de 20 % du total (Gale, Binmore et Samuelson, 1995). Selon ces auteurs,
les standards de comportements destinés a guider les joueurs découleraient, en réalité, de cet
équilibre stable que les joueurs n’appréhendent que progressivement, par titonnements au
cours de I’évolution du jeu.

En multipliant le nombre des joueurs et en raisonnant sur une longue période, les
conséquences de ces meécanismes se précisent sur ’émergence, le renforcement et méme
I’évolution de ces normes sociales. Qu’il s’agisse du jeu de l'ultimatum, du jeu de la
confiance (ou de I’investissement), ou du jeu de la punition altruiste de De Quervain, tous ces
jeux de partage qui servent de supports a la mise en €vidence de regles de comportements
implicites reposent sur une asymetrie initiale d’information dont bénéficie I'un des deux
joueurs au détriment de 1’autre. Cet avantage tend a s’émousser lorsque la dynamique du jeu
met en relation, sur plusieurs périodes, non plus deux joueurs, mais deux catégories de
joueurs. Il va méme pratiquement disparaitre si un méme individu sait a I’avance qu’il pourra
appartenir a ’'une et a 'autre de ces deux catégories au cours de I’évolution du jeu. On
comprend mieux, dans ces conditions, que les standards de comportements qui émergent de
ces processus tendent naturellement vers des normes de partage plus égalitaires (Young,
2007).

La mise en relation des données, tirées de I’exploration cérébrale de sujets individuels au
cours d’expériences nécessairement bréves et singuliéres avec les informations déduites de
mode¢les évolutionnistes faisant intervenir des populations d’individus sur de longues
périodes, n’est pas aisée. Elle représente 'un des principaux défis pour la recherche sur la
question de Dorigine et du fonctionnement de régles implicites dans les interactions
humaines. Deux hypothéses peuvent étre avancées pour faciliter leur articulation. La premiére
est d’ordre génétique. Elle pourrait prendre la forme de la transmission génétique d’une
mémoire sociale La seconde, qui n’est pas exclusive de la premiére, viserait I’activation ou la
réactivation de cette mémoire par I'intermédiaire de comportements individuels en situation,
dont les neurosciences commencent a fournir une description plus complete. Le rejet d’un
partage inéquitable et, peut-tre, plus encore, la punition infligée a celui qui s’en rend
coupable au prix d’un colit personnel, constitueraient ainsi 'une des modalités repérables
destinées a favoriser, voire a accélérer ’enclenchement de ces processus d’adaptation sociale
décrits par ces modeles. La décision de punir pourrait alors s’interpréter comme une tentative
du sujet individuel pour corriger un changement risquant de faire tendre vers le déséquilibre,
ou vers un équilibre pervers, le systéme général dans lequel il évolue. Ce changement serait



d’abord pergu, au niveau du sujet, comme une rupture entrainant une perte de référence qui
serait a l’origine de ce que nous avons appelé, a la suite de De Souza, une « émotion
épistémique ».



Commentaire Regles, altruisme et reconnaissance
sociale

Quand avons-nous besoin de regles dans nos interactions sociales (ces regles pouvant étre
implicites) ? Quand dans une situation plusieurs modes d’interaction sont possibles, et qu’il
est avantageux collectivement de privilégier I’un d’eux. Pourquoi cette référence au collectif ?
Certes un sujet isolé peut sans doute se fixer a lui-méme des regles, mais il peut aussi changer
de régle a discrétion’. S’il en arrive a se sentir coupable de ne pas avoir suivi la régle qu’il
s’est fixée, c’est par référence a une opinion qu’il pense geéneralisable, et il est ainsi entré dans
le champ d’un collectif au moins virtuel. En revanche, on n’a pas besoin d’une référence a un
collectif pour se donner des objectifs et un plan d’utilisation des moyens pour y parvenir. Le
plan dépend alors d’une rationalité instrumentale, qui est censée fournir les meilleurs moyens
possibles, et ceux-ci dépendent du choix de I’objectif, qui reste totalement dépendant, par
hypothese, du choix individuel. Au contraire, si nous suivons une regle, c’est non seulement
parce que d’autres regles sont possibles pour nous, mais aussi parce que d’autres partenaires
pourraient en choisir d’autres, et que, comme nous voulons vivre ensemble, selon ce que
Wittgenstein appelle une forme de vie, il faut que nos conduites s’accordent. Les regles, dans
la vie en commun, supposent donc une référence a un point de vue collectif.

Cela implique que toute conduite sociale renvoie a des régles, mais pas forcément que ces
régles aient été choisies de maniere délibérée par les partenaires. Il se pourrait qu’en fait
personne dans le premier groupe n’ait choisi volontairement ces maniéres de se conduire, et
que pourtant on puisse en observant les conduites d’un groupe penser que ses membres
obéissent a des régles, parce qu’on voit qu’un autre groupe en suit de différentes. Qu’est-ce
qui pourrait alors justifier 1’'usage du concept de régle ? Ce serait que des déviations par
rapport a ces types de conduite donnent lieu dans le groupe a des évaluations négatives, voire
a des sanctions — et quand ces sanctions peuvent elles-mémes étre considérées comme régies
par des regles, on parlera de normes. Nous pourrons alors soutenir que, du point de vue du
groupe, ceux qui dévient non seulement ont un comportement qui ne se conforme pas a la
régle, mais ne suivent pas la régle. Nous pourrons donc faire la différence — méme si ce n’est
que par une approche négative — entre se conformer a une régle — sans forcément s’y référer
— et suivre la régle, ce qui suppose au moins de pouvoir s’y référer.

L’économie expérimentale et la neuroéconomie ont été sensibles a ce critere d’évaluation
négative et de sanctions, et ’ont nommé « punition ». Les sociologues auraient parlé de
« sanctions ». Nous avons déja vu que ’on parlait de « réciprocité forte » (Gintis) quand les
coopérateurs punissaient les non-coopérateurs méme s’ils ne pouvaient espérer que cette
conduite de punition leur rapporterait quelque chose. Christian Schmidt a évoqué dans ce
chapitre le concept de « punition altruiste ». Comme celui de reégle, il peut sembler li¢ a une



conduite délibérée. Pourtant le terme d’altruisme est ici utilisé dans un sens tres voisin de
celui ou 1l peut s’appliquer en théorie de I’évolution, pour des interactions entre animaux de
toutes sortes, a la limite des bactéries, pour lesquels le concept de délibération ne semble pas
appropri€. Nous allons donc revenir sur ce qu’est I’altruisme en théorie de I’évolution.

Nous pourrons ensuite revenir sur 1’'usage que font les neuroéconomistes de la notion de
punition. Ils I'utilisent dans un but quelque peu paradoxal. D’une part ils observent des
activités de punition qui sont coliteuses pour celui qui les exercent, conduites qui semblent
irrationnelles pour un agent économique. D’autre part ils ont tendance a conclure, de
I’existence de ces colts, et de ’hypothése de rationalité économique des agents, qu’il doit
bien y avoir pour un avantage qui compense ces colts, et qu’il faut donc supposer un
« plaisir de punir ». Nous montrerons, revenant de plus prés sur les interprétations que De
Quervain et al. donnent de leur expérience, que la recherche de reconnaissance sociale serait
un candidat plus plausible pour expliquer ces conduites. Mais celle-ci exige, 1a encore, une
référence a une évaluation possible par des tiers, ce qui nous confirme la complexité de la
structure des interactions sociales. Elle implique, outre des relations entre moi et autrui, des
relations triangulaires entre ce duo et des tiers, ainsi que des références a un ou a des points
de vue collectifs.

L

Ce terme est utilisé en plusieurs sens®. Ce n’est pas le sens usuel — étre motivé a aider les
autres —, ni le sens €économique théorique — préférer les intéréts des autres — que nous
¢tudierons. Ce sont d’une part le sens évolutionniste, 1i¢ a la génétique et a la reproduction,
d’autre part le sens usité en économie expérimentale, ou I’altruisme est révélé par des
comportements qui sont coliteux pour la personne et avantageux pour les autres.

Dans la perspective évolutionniste, 1’« altruisme » est un concept qui combine le point de
vue du biologiste et celui de 1’économiste. Il désigne, comme pour 1’économiste, un
comportement d’un agent qui n’est pas dans son intérét personnel. Comment de tels
comportements ont-ils pu €tre s€lectionnés par I’évolution, si ’on suppose que la sé€lection a
plus de chances de favoriser les comportements qu’on pourrait dire optimaux (qui seraient
rationnels, pour un agent suppos¢ rationnel) ? Parce que, s’ils n’ont pas de bénéfices directs
pour I’individu, ils ont des bénéfices indirects. De quels bénéfices s’agit-il ? De ceux apportés
a d’autres individus : ceux qui sont apparentés génétiquement aux premiers ; ceux dont le
phénotype (les propriétés manifestes de I'individu) est similaire a celui de leurs parents
geénétiques ; ceux qui jouent un réle utile pour la maintenance d’un groupe ou collectif en
réseau, quand le maintien de ce réseau offre un intérét pour les deux premiers types d’agents.

Dans le premier cas (parenté génétique) on observe bien I’existence de groupes, mais ce



n’est pas par référence au groupe en tant que tel que le « bénéfice direct » peut étre défini,
c’est seulement par rapport a un capital génétique et a sa reproduction. Dans le deuxiéme cas,
c’est toujours le capital génétique qui est la référence. Cependant, de maniére parasitaire par
rapport a cette référence, des interactions qui n’ont pas pour fondement effectif le partage
d’un méme capital génétique sont favorisées. La raison en est que les individus ne disposant
pas, avant une période trés récente dans I’évolution, de tests ADN, seules des ressemblances
de surface, des ressemblances phénotypiques, peuvent leur donner des indices de parenté
— mis a part, évidemment, les relations de filiation directe ou de fratrie. Des agents qui
favorisent ceux qui leur sont similaires ont cependant des chances de favoriser aussi des
agents qui leur sont apparentés génétiquement, si bien que leur capital génétique se reproduit
et que I’évolution lui permet de se maintenir, voire de se diffuser.

Dans le troisiéme cas, celui d’un réseau d’individus, il nous faut faire une distinction entre
les réseaux qui forment des organismes (nous-mémes, faits de cellules, de bactéries
intestinales, etc.) et les collectifs sociaux qui ne sont pas des organismes. Johannes Martens,
dans son excellente these (2012), dont nous nous inspirons ici, pense que le mode de
cohésion des organismes tient a ce que les intéréts de ses composants convergent entre eux au
niveau du collectif qu’est I’organisme et que de plus ce mode de coopération y est robuste
par rapport a l'introduction de mutants — avec cette limite que, lorsque les mutants
I’emportent, ’organisme meurt. Un collectif social n’implique pas une telle convergence.
Nous avons d¢ja montre la différence entre un groupe aux intéréts convergents et un collectif
social : dans le second, la possibilit¢ d’exploiter la coopération collective pour satisfaire des
intéréts individuels persiste malgré tout. La survie du collectif pourrait alors tenir a la
présence de processus compensatoires — dont les « punitions » peuvent faire partie.

Ce qui importe au théoricien de I’évolution, c’est que, méme dans ce dernier cas,
I’altruisme a encore des bénéfices indirects : les coordinations et coopérations au sein du
réseau du collectif augmentent les chances, pour un capital génétique donné, de survivre et de
se reproduire. La différence avec les deux autres justifications des avantages de ’altruisme au
sens évolutionniste est qu’un collectif social augmente ses chances pour plusieurs lignées
génétiques qui coexistent, voire qui peuvent collaborer.

Quand les économistes parlent de « punition altruiste », ils continuent a supposer que le
comportement de punition ne sert pas les intéréts directs de celui qui le présente, et que ce
comportement présente en premiere analyse un colit non compensé pour cet individu. Mais
ils ne font plus référence a un capital génétique et aux bénéfices indirects qui lui sont liés. Du
coup, ils sont amenes a imaginer un beénefice direct mais masqué, qui compense ce coiit pour
I’individu. Et ils en arrivent a parler du plaisir de punir. Les biologistes et théoriciens de
I’évolution n’ont nul besoin de ce concept d’apparence sadique. Quand la punition a pour
effet de maintenir le réseau de coopération, elle offre des avantages quant a la survie et



diffusion d’un capital génétique. Cependant, les humains ne se livrent pas a n’importe quel
type de punition. Ils semblent sélectionner celles qui ont des chances de maintenir le réseau
social, sous la forme culturelle que préfere le collectif. Cela suppose que se diffusent au sein
d’un méme collectif ces préférences pour certaines formes de cohésion plutdt que d’autres
— ce qui donne lieu, entre collectifs, a une diversité culturelle. Un comportement qui satisfait
cette référence aux préférences collectives ne donne pas forcément le plaisir de punir, il
donne surtout une reconnaissance sociale.

Il faut maintenant nous demander quel est le rapport des comportements de punition avec
la constitution d’un réseau d’interactions sociales qui apparait organis¢ par des regles, et
comment peut y intervenir la reconnaissance sociale. Ensuite nous pourrons revenir sur
I’interprétation donnée par De Quervain et al. de son expérience, et montrer que ’hypothese
de la recherche de reconnaissance sociale est plus satisfaisante que celle d’un plaisir de punir.

M

Des modeles ¢conomiques de théorie des jeux nous fournissent des processus
d’émergence de ce genre de réseaux. Pour qu’il y ait vraiment émergence de regles et non pas
normativité présupposée, il faut cependant construire des dispositifs complexes, qui mettent
en jeu les relations entre coopération, exploitation de cette coopération, punition des
exploiteurs, et aussi, ce qui peut sembler €trange, mais qui constitue pourtant un facteur
essentiel, punition de ceux qui ne punissent pas les coopérateurs.

Commencgons par des modeles plus simples, mais qui ne sont pas trés plausibles
socialement. Ainsi un modele comme celui de Bowles et Gintis (2004), qui fait intervenir une
punition des non-coopérateurs, exige de distinguer trois populations : 1) les coopérateurs
purs, qui cooperent sans jamais punir les non-coopérateurs, 2) ceux qui suivent leur propre
intérét (les self-interested), et 3) ceux qui punissent les coopérateurs inconditionnellement
— sans faire dépendre leur punition d’un bénéfice personnel présent ou futur — et qu’ils
appellent les « réciprocateurs » (notons qu’ils ne font pas partie des coopérateurs
« conditionnels », puisqu’ils coopérent sans condition, sinon celle de pouvoir punir les non-
coopérateurs ; ces réciprocateurs pratiquent la « punition altruiste », d’apres la typologie
neuroéconomique). Les simulations du modele montrent alors que dans des conditions plus
défavorables pour la survie du groupe, la population des coopérateurs va étre envahie par les
self-interested, mais qu’il suffit d’une arrivée de « réciprocateurs » pour que les coopérateurs
puissent se développer, le tout donnant finalement lieu a une population mixte entre les trois
groupes. Le probléme pour la plausibilité sociale de ce genre de modele, c’est que, si 'on
revient aux pratiques sociales, on ne voit pas quel intérét social auraient les
« réciprocateurs ». En effet ils ne seraient pas estimés par les coopérateurs — qui trouveraient
qu’ils sont trop haineux —, ni par ceux qui s’occupent de leurs propres intéréts, qui les



trouveraient irrationnels. Or on imagine difficilement qu’un groupe d’humains puisse se
développer sans satisfaire ses motivations de reconnaissance sociale.

En revanche, situons-nous dans un collectif ou existent des motivations conformistes.
C’est en grande partie ce conformisme qui induit la coopération et la punition des non-
coopérateurs. Ajoutons une possibilité de punir ceux qui ne punissent pas les coopérateurs.
Cette punition peut consister en des colits monétaires, mais tout aussi bien et plus slirement
en des pertes de réputation. Les simulations montrent alors qu’il peut suffire de punir ces
gens trop tolérants (qui peuvent étre des altruistes inconditionnels), qui atténuent la
motivation a sanctionner (Hwang, 2012) pour que cela stabilise la coopération, car cela
permet de ne pas voir s’¢teindre le comportement de punition des non-coopérateurs quand
arrivent des mutants, coopé€rateurs ou non, qui ne le pratiqueraient pas. Ce mécanisme par
lui-méme n’implique pas initialement de référence a une regle, puisque pour les conformistes
il s’agit simplement de suivre les actions de leur groupe sans que se pose immédiatement la
question de choisir entre des pratiques concurrentes. Il implique simplement une référence
aux tiers. Mais il peut arriver a produire de véritables régles — qui sont aussi des normes
puisqu’il y a sanction — parce qu’il assure bien finalement une régulation des conflits entre les
manicres d’agir des coopérateurs, des exploiteurs, et des coopérateurs punisseurs et non
punisseurs (voire la revue de Chudek et les modeles de Henrich et Boyd, 2001 ; et Guzman et
al., 2007).

Le conformisme peut se parer des atours du légalisme, voire du moralisme. La aussi des
simulations et des expériences montrent que n’autoriser a punir que les personnes supposées
socialement vertueuses — parce qu’elles ont montré leurs capacités de coopération par le
passé — renforce les usages coopératifs, en particulier si ceux qui veulent se faire bien voir
disposent d’informations sur le niveau de coopération manifesté par les plus exemplaires
(Faillo et al., 2013).

On notera que, dans ce genre de modele, toutes les catégories d’individus peuvent obtenir
une forme de reconnaissance sociale : les punisseurs réciprocateurs peuvent voir leur
motivation de reconnaissance sociale satisfaite, et €tre appréciés des coopérateurs. Les
punisseurs de coopérateurs peuvent se considérer comme supérieurs aux simples
coopérateurs, parce qu’ils montrent en les punissant qu’ils jugent leur comportement
socialement irresponsable, et étre apprécieés des punisseurs de non-coopérateurs. Les
coopérateurs peuvent toujours se juger porteurs de valeurs plus hautes que les punisseurs de
coopérateurs et rester appréciés par les punisseurs de non-coopérateurs. Ceux qui visent
seulement leur propre intérét ont une reconnaissance moindre, mais ils peuvent considérer
tous les autres comme moins réalistes, et ils justifient Pactivité des punisseurs de tout poil.
Les tendances a la recherche de reconnaissance sociale permettent méme de nourrir les
aspects négatifs du modele : la punition du self-interested peut étre une perte de réputation,



voire un ostracisme (comme dans le modéle de Bowles et Gintis), et celle du coopérateur qui
ne punit pas les non-punisseurs peut étre simplement qu’il soit mal considéré par les autres
conformistes et que sa reconnaissance sociale soit diminuée d’autant.

Dans cette interprétation en termes de reconnaissance sociale, les punisseurs de non-
punisseurs ont un comportement « altruiste » au sens €volutionniste, ou méme peuvent
trouver un bénéfice direct. Car si ’on fait le bilan de ce que ce comportement colite et de ce
qu’on y gagne, ceux qui I’adoptent sont en principe légerement gagnants. En effet, en
punissant les non-punisseurs ils créent une différence en leur faveur entre eux et les autres
membres du groupe en apparaissant comme plus exigeants, et c’est la pour eux une source de
reconnaissance différentielle de statut social a I’intérieur du groupe.

Cette interprétation échappe aux critiques que Guala (2011) a adressées aux mode¢les de
réciprocité forte du genre de celui de Bowles et Gintis. Il leur reproche, avec quelque
fondement, de partir d’un comportement de punition qui est local, coliteux et non coordonné,
alors que dans les sociétés réelles on observe des comportements de punition certes locaux,
mais peu colteux — parce que la punition est surtout symbolique, le maximum étant
I’ostracisme — et coordonnés — puisque cette punition symbolique repose sur ce que se disent
les uns aux autres les membres de la communauté de celui qu’ils pensent défaillant — les
commeérages et les rumeurs alimentant les réputations négatives. Or, dans notre interprétation
de ces mode¢les de Henrich et Boyd, de Guzman ef al., ou des expériences de Faillo et al. en
des termes de reconnaissance sociale, il s’agit bien de punitions « symboliques » en ce sens,
et qui reposent sur des communications entre membres de la communauté.

Si on pousse un peu plus loin ’interprétation d’un tel modele, on pourra penser que ce
dispositif revient a transformer le statut de la punition — qui pourrait n’étre qu’un
comportement agressif réactif — en lui donnant une valeur sociale. La notion de valeur est ici
introduite sans devoir présupposer des valeurs ideales, mais en reliant chaque valeur a des
comportements, qui ont la particularit¢ de constituer un signal adress€ par un individu a ses
partenaires, signal coliteux pour cet individu, mais bien discernable, précisément parce que
coliteux, et apprécié€ par les tiers qui sont membres du groupe référent mais qui ne sont pas
directement impliqués dans I’interaction en cause (a vrai, dire, ’estimation d’un colt est
principalement comparative : par exemple, I’autre fait plus d’efforts que nous)’.

C’est la synergie de toutes ces interactions en retour — évaluation par des tiers, similarité
avec des membres d’un sous-groupe, différenciation avec ceux d’un autre sous-groupe,
opposition commune aux comportements d’autres individus qui sont par la méme exclus du
groupe — qui constitue le groupe comme entité.

Il faut noter qu’il existe aussi des comportements collectifs de punition « antisociale », qui
punissent les coopérateurs indépendamment de leur participation ou non a la punition des



non-coopérateurs — mais cela dans des situations sociales particuliéres. Ils peuvent avoir un
effet négatif sur les coopérations (Powers, 2012), puisqu’ils incitent les coopérateurs a la
défection, mais ils ont moins d’influence, quand existent dans le réseau d’interactions des
« indépendants », qui n’exploitent pas les autres ni ne les punissent, et sur lesquels les
tentatives de sanctions n’ont pas de prise. Ces indépendants, dans I’évolution des
interactions, vont assurer un pont entre les stades ou les défections mutuelles sont
dominantes et ceux ou la coopération peut réapparaitre (Garcia, 2012).

Des ¢tudes interculturelles montrent que moins les gens ont confiance dans le respect des
lois par les autres membres de la population, plus ils vont avoir tendance a punir les
coopérateurs. Est-ce parce qu’ils craignent des comportements de vengeance des non-
coopérateurs punis ? Cela expliquerait une diminution des punitions pour les non-
coopérateurs, mais pas la punition des cooperateurs. En fait on retrouve ici au départ un
comportement conformiste : on s’attend, dans ces sociétés ou les normes de punition
collective des free-riders sont faiblement partagées, a ce que les gens ne cooperent pas
beaucoup. Des coopérateurs trop généreux pourraient obtenir une différence de statut au
détriment des autres, qui ont donc intérét a les punir pour en avoir trop fait, toujours dans
une recherche de reconnaissance de leur propre statut. La recherche d’un statut social
reconnu semble donc la encore le motif principal de cette punition des coopérateurs. De fait,
dans ces socié€tes, les personnalités dominantes et qui sont engagées dans une compétition
pour une reconnaissance de premier plan sont les plus actives aussi bien pour punir les
coopérateurs que pour punir les free-riders (Hermann et al., 2008).

Par rapport a cette relative sophistication des modéles de théorie des jeux, les données
neuroéconomiques semblent un peu sommaires. Ainsi on n’est pas surpris d’apprendre que si
une récompense monétaire suscite une activation du striatum ventral, une récompense qui
consiste en une reconnaissance sociale (par des tiers observateurs) suscite une activité
comparable. On sera plus prudent que les auteurs de cette observation, qui concluent, du fait
que dans les deux cas le striatum soit actif, qu’il réalise par la méme une équivalence entre
récompense monétaire et reconnaissance sociale (Izuma, 2008, 2009). 11 faudrait pour cela au
moins avoir réalisé des expériences dans des situations ou les deux gratifications pourraient
étre en conflit, ou un accroissement de récompense monétaire pourrait diminuer la
reconnaissance sociale, ou bien la reconnaissance sociale impliquer une diminution
monétaire, pour voir si I’activité dans le striatum diminue ou pas. Or, quand se présentent de
tels conflits, on observe généralement une activation dans le préfrontal, ce qui implique non
seulement que la comparaison est faite, mais qu’elle posait un probléme, et qu’il fallait établir
des ¢léments de comparabilité entre les deux options, donc que I’équivalence n’était pas déja
assurée et qu’il a fallu décider — ce qui peut se faire dans des sens différents selon les
contextes. En revanche ces expériences ont clairement montré qu’a récompense monétaire



¢gale, ’approbation supposée des autres (comme tiers observateurs) accroit la satisfaction.

Notons par ailleurs que, malgré la sophistication de ces processus de recherche d’une
reconnaissance sociale, des données qui s’appuient sur des processus trés basiques, comme
I’influence forcément assez générique de facteurs hormonaux, peuvent cependant étre
intéressantes dans ce domaine parce qu’elles révelent en quelque sorte « en creux »
I’importance pour les humains de la reconnaissance de leur statut social. Nous avons dé¢ja
¢tudi¢ le cas de I'ocytocine. Nous pouvons €voquer maintenant celui de la testostérone. Un
modele mécanique de I'influence de la testostérone conduirait a prédire que 1’accroissement
de testostérone augmente 1’agressivité, et, pourrait-on en conclure, amene dans des jeux du
genre ultimatum a n’offrir qu’un gain minimal au partenaire. Or c’est le contraire qui peut se
passer, comme on I’a observé dans une expérience sur des femmes. On peut interpréter ce
résultat par un souci d’éviter dans ce jeu de voir son offre refusée, ce qui pourrait faire
« perdre la face », selon les termes de Goffman. C’est 1a une démonstration indirecte du fait
que méme des mécanismes biochimiques de fond sont modulés par notre recherche de
reconnaissance sociale (voir Eisenegger, Haushofer et Fehr, 2011). Et ce alors méme que plus
généralement on a tendance a interpréter ces effets d’hormones comme bloquant des
processus cognitifs plus complexes : par exemple, un accroissement de testostérone peut nous
rendre incapable d’une confiance dans des coopérations complexes quand nous sommes dans
des situations de compétition ou, dans un autre sens, peut diminuer le stress dans ces
situations de compétition (Eisenegger 2010). Il semble donc que méme cette forme
d’insensibilit¢ qui peut bloquer des ajustements sociaux soit aussi liée a des tendances a
maintenir des statuts sociaux, ou a les accroitre.

Toujours en raisonnant de maniere différentialiste, on peut encore utiliser des différences
d’activation de I'insula antérieure, liées a des traitements de la douleur ou de la peine, comme
révélateurs de ’effet des évaluations négatives lies a des différentiels dans une interaction
sociale : quand les participants d’un dilemme du prisonnier pensent jouer avec des
partenaires humains, et que ce qu’ils regoivent dépend de la congruence de leur choix avec
celui du partenaire, ’activation de I'insula antérieure est plus élevée, quand I’autre a fait
défection et qu’ils se trouvent tous deux avoir coopéré, que lorsque dans ces mémes
conditions de coopération ou de défection on leur présente la situation comme une loterie
sans partenaire humain.

Enfin la différence entre les attentes normatives et les regles représentées, comme aussi le
role des regles émergentes dans la résolution de conflits entre des pratiques, peuvent trouver
une confirmation « en creux » en neuroéconomie. L’activation du DPFC (cortex préfrontal
dorsolatéral) est associée a des confrontations entre tendances et son activité amene des
résolutions de leurs conflits — par exemple en inhibant une des tendances. Or si I’on diminue
sa capacit¢ de régulation, on peut bloquer les comportements d’obédience aux reégles, alors



méme que malgré ce blocage le sujet sait toujours reconnaitre ce qui est conforme a ces
régles. Cela montre qu’on peut se représenter des régles sans pour autant suivre le type de
résolution des conflits qu’elles impliquent, et, indirectement, que I’activation du DPFC es
importante pour passer de la simple représentation normative a une conduite conforme a cette
représentation. Cela montre aussi, s’il en était besoin, que les normes impliquent bien des
résolutions de conflits — ici entre la conduite qui n’applique pas la norme et celle qui la met
en pratique.

P

Revenons enfin sur ’expérience de De Quervain et al. (2004). Elle est souvent évoquée
par Ernst Fehr quand il veut montrer non seulement que nous marquons une préférence pour
punir les non-coopérateurs, mais surtout que cette préférence repose sur un calcul qui pese le
contre — le colt de ’activité de punition pour celui qui punit — et le pour — censé étre le
plaisir que I’on tire d’une punition dans ces circonstances, le plaisir de voir sanctionné celui
qui ne nous a pas renvoyé ’ascenseur. Les données de I'imagerie cérébrale se mélent ici a
une interprétation économiste qui nous semble un peu rapide et simplificatrice. Nous allons
tenter de montrer que la neuroéconomie est ici encore compatible avec des interprétations
plus sociales, qui font leur part aux évaluations normatives qui passent par ’approbation ou
la désapprobation supposées des tiers. Nous analyserons ce cas exemplaire en détail, parce
qu’il est significatif d’une tendance répandue des expériences de neuroéconomie a conjoindre
sophistication du protocole expérimental et simplification des interprétations, par rapport a la
complexité des processus sociaux.

Christian Schmidt a rappel€ les 4 conditions de I’expérience. 1) IC : punition en conditior
intentionnelle, c’est-a-dire liée a I'intention supposée du receveur ou mandataire ; on dit a
I’investisseur I que le receveur R a intentionnellement décidé de retenir 1’argent, et la punition
est coliteuse pour I'investisseur (pour 2 points infligés a R, I doit payer un point). 2) INC
intentionnelle et non cofiteuse ; on dit encore que R a agi intentionnellement, mais la punition
ne cofite rien a I. 3) IS : intentionnelle et « symbolique » ; les points de punitions ne colitent
rien ni 2 R ni a [. 4) NIC : non intentionnelle et coliteux ; c’est un dispositif au hasard qu
décide pour R ; la punition est alors coliteuse pour les deux.

Les chercheurs font alors les prédictions suivantes, qu’il est nécessaire de rappeler de
manicre précise pour réexaminer leur interprétation des résultats : 1) dans la condition de
punition symbolique IS, comparée a la condition INC, on ne doit pas trouver d’activation d¢
récompense de I quand il punit, « puisque son action n’impose pas de colit a R », alors que
les sites de récompenses seront activés dans INC. 2) Si punir donne une satisfaction, alors,
dans le cas ou cette satisfaction ’emporte sur le colt pour I, celui-ci devrait pouvoir punir
méme quand c’est coliteux. Plus les joueurs présentent une activation forte des aires liées a la



récompense dans la condition de punition non cofiteuse, plus élevés devraient étre aussi les
colts de punition que ces joueurs peuventaccepter. 3) Si les joueurs recherchent une
satisfaction dans I’activité de punir, on devrait aussi retrouver, en comparant IC et IS, une
activation plus élevée dans les sites de récompense dans IC que dans IS. 4) Punir ur
dispositif aléatoire ne donne pas de satisfaction, donc dans la condition NIC on doit trouvet
moins d’activation de récompense que dans la condition IC. 5) Si on soustrait de la somme
(IC + INC) la somme (IS + NIC), le solde d’activation dans le striatumli¢ a la récompense,
doit étre positif, puisque les deux premicres conditions sont toutes deux censées activer le
circuit de la récompense, alors que la quatrieme, NIC, doit donner peu d’activation puisqu’on
n’a pas le désir de punir un objet dénué d’intentions, et que la troisi¢éme IS doit encore moins
en donner.

Les résultats montrent que tous les sujets recourent a la punition dans la condition INC.
que 12 sur 14 y recourent dans IC, et qu’il y a peu de punitions, mais tout de méme quelques-
unes (3 sur 14) dans la condition NIC (apres tout certains d’entre nous tapent bien sur les
¢crous qui leur résistent). Le noyau caudé¢ du striatum, une zone de la récompense, est actif
dans tous les cas prévus. On y observe une activation plus forte quand I’investisseur inflige
une plus forte punition.

Les auteurs se posent alors la question : est-ce ’espérance d’une plus grande satisfaction
qui est la cause d’un investissement dans une punition ? Ou est-ce inversement cet
engagement pour une punition plus forte qui est la cause de plus de satisfaction ? Ils
examinent I’activation dans le noyau caudé des 11 joueurs qui punissent le plus, et a peu pres
au méme niveau, si bien que leurs différences d’activation ne peuvent étre dues a
I’importance de la punition. Des deux explications ne reste donc en lice que la premiere. Ils
considerent alors les sujets pour lesquels, dans la condition INC, on observe une activation
de récompense plus grande pour ce méme niveau de punition. S’ils présentent aussi plus
d’activation dans la condition coliteuse, on en déduira que I’explication qui reste est la bonne,
et que la cause de 'investissement dans la punition est une espérance de satisfaction plus
¢levée. Cette déduction ne pourrait étre valide que si les deux explications étaient les seules
que I’on puisse proposer, et si les sujets pouvaient projeter leurs évaluations propres a la
condition INC sur ce qu’ils attendent dans la condition IC.

Dans la condition cofiteuse, ou il faudrait alors établir un bilan entre plaisir de la punition
et colit de I’activit¢ de punir, on observe une activation du cortex préfrontal ventromeédian,
qui est souvent active quand il faut intégrer des opérations cognitives séparées, portant par
exemple sur différents moyens utilisables dans la poursuite d’un but de rang plus ¢élevé, et du
cortex median orbital. Il y a plus d’activation dans cette zone dans la condition IC que dans lz
condition INC.



La conclusion tirée est que « punir donne de la satisfaction, puisque si ce n’était pas le
cas, on n’aurait eu aucun bénéfice a mettre en balance contre les colits de punition et il n’y
aurait pas eu d’activité d’intégration " ».

On notera a la fois I'intérét de la méthode utilisée, et ses limites. L'une d’elles tient a ce
que I’imagerie cérébrale ne permet pas de donner grand sens a une expression comme
(IC + IF) — (IS + NIC). En effet, cette expression suppose que I’on puisse additionner de
niveaux d’activation dans une condition avec ceux observés dans une autre condition, et
qu’on puisse soustraire la somme (IS + NIC) de la somme (IC + INC) qui résume le
inférences précédentes. Cela suppose que les valeurs mesurées des activations dans des
conditions différentes aient des sens comparables, afin qu’on puisse donner un sens a ces
additions. Or il faudrait pour ce faire admettre la possibilité que cela ait un sens que la
deuxiéme somme soit égale a la premiére — et méme qu’il y ait égalité entre deux différences
(par exemple celle entre 1C et IS et celle entre INC et NIC). Mais admettre la possibilité qu
de telles égalités font sens, ¢’est supposer qu’on peut s’appuyer sur des relations parfaitement
quantitatives et que toutes les propriétés et opérations liées a ces relations quantitatives ont un
sens pour ce qui concerne les rapports entre activations cérébrales et fonctions
psychologiques (évaluation, comparaisons, émotions, décisions).

Or ni 'imagerie cérébrale ni les concepts psychologiques ne peuvent garantir qu’une telle
exigence soit satisfaite. Ce qu’on désigne du nom d’activation dans une localisation cérébrale
doit se comprendre comme une différence moyenne observée entre différentes activations
globales de réseaux de processus neuronaux. Ces différentes activations sont elles-mémes en
fait le résultat de différences moyennes entre une activité¢ au repos et une activité sous telle
condition, ou plus généralement entre des activités sous deux conditions différentes.
Comparer des activations sur une seule zone du cerveau ne permet donc pas de comparer
deux quantités qui pourraient étre €gales, puisqu’il est probable que ces activations vont
appartenir a des réseaux d’activations différents. Il en est de méme des activités
psychologiques : on ne peut pas observer un plaisir ou une peine de manicre isolée du réseau
particulier des activités de perception, d’évaluation, des activités motrices, de planification
d’action, etc. au sein desquelles cette activation affective est inséree, et d’un réseau a I’autre,
le sens a donner a ces comparaisons n’est pas clair.

Cependant, I’'imagerie cérébrale nous offre des informations dont nous devons pouvoir
tenir compte et qui sont précieuses parce qu’elles peuvent se croiser. Rappelons que pour
donner un sens psychologique aux différences de localisation cérébrale de ces activités, il faut
que les chercheurs s’appuient sur les différences entre de multiples taches, non seulement
celles de I’expérience proposée, mais celles mises en jeu dans toute la littérature
neuropsychologique concernant les zones activées. Ces différences sont qualitatives. Par
exemple citons les différences entre des tiches de décision ou I’on peut fonder la décision sur



un repere perceptif prégnant et celles ou ’on doit procéder a des confrontations croisées
entre des critéres variés. Si on note régulierement que telle zone du cortex préfrontal
manifeste une activité différenciée quand il y a confrontation, et ne la manifeste pas quand on
peut se laisser guider par le repére prégnant, on aura tendance a parler de localisation
cérébrale de ’activité de comparaison et de confrontation dans cette zone. Mais ce sera une
maniere de parler, puisque dans la réalité¢ on a toujours affaire a I’activation d’un réseau plus
global, et qu’inversement les résolutions spatiales et temporelles de I’'imagerie cérébrale ne
permettent pas de tenir compte d’autres différences fines qui pourraient exister, et qui
pourraient étre signifiantes, entre deux réseaux locaux d’activations.

Pour I'instant, 'imagerie cérébrale ne nous permet de repérer comme significatives que
des différences plus grossieres que celles qui existent entre les taches proposées dans
I’expérience de De Quervain et al., et certainement plus grossieres que la différence entre
sommes liées a la prédiction 5. Certes, cela n’empéche pas que ces différences entre
activations cerébrales puissent cependant €tre parfois plus fines que les différences grossieres
entre fonctions psychologiques — rien n’assurant que les deux types de différences
correspondent aux mémes fronticres ou transitions entre états. Inversement, et précisement
parce que, a priori, nous n’avons pas de garantie que les différences entre activations
cérébrales soient en correspondance avec les différences entre fonctions psychologiques, qui
sont des reconstructions linguistiques de nos expériences, trouver malgré tout de telles
correspondances est dé¢ja d’un grand intérét, toujours parce que cela nous permet de croiser
des informations de sources variées. Et notre intérét est encore plus élevé quand nous
découvrons des différences cérébrales qui sont corrélées a des différences dans les taches,
mais qui ne sont pas en correspondance avec les schémas de localisation des opérations
psychologiques que nous avions présuppos€s ou que nous avions ¢laborés a partir de la série
des expériences de neuropsychologie déja a notre disposition. Cela peut nous amener a
ajouter de nouvelles distinctions entre opérations psychologiques, ou du moins a réajuster les
définitions de ces opérations, ou encore a trouver des liens entre des processus
psychologiques que nous n’avions pas pris en compte jusqu’alors.

Or D'interprétation des résultats de leur protocole d’expérience par De Quervain et al.
opére, par rapport a tout ce dispositif méthodologique, plusieurs raccourcis qui sont
discutables. Ainsi elle considere, dans la tradition utilitariste, comme admis que des cofits,
supposés étre des peines, ne peuvent étre mis en balance qu’avec des plaisirs ou satisfactions,
et que ces plaisirs sont directement liés a la punition comme telle. Mais c’est 1a supposer,
premicrement, que toute activité d’intégration et de mise en balance est une activité qui
oppose des peines et des plaisirs — or on peut vouloir comparer des objets ou actions selon
différents critéres sans que ces critéres soient réductibles a des peines et ou a des plaisirs ;
deuxiémement, que tous les colits sont des peines — or des efforts, par exemple, sont des



colits sans étre forcément vécus comme des peines. Cela en particulier dans les interactions
qui font référence a des tiers. On peut encore interpréter 'imposition de cofits sur Iactivité de
punition comme un signal de modération de notre désir de vengeance qui nous est donné par
un tiers — en ’occurrence, celui qui a congu I’expérience. Or cette modération ne se laisse
stirement pas réduire a une peine : nous pouvons étre soulagés que quelqu’un d’extérieur
nous aide a modérer notre colére.

C’est aussi supposer, troisiemement, que 1’activité de punir nous donne une satisfaction,
soit par son résultat (la perception de la peine de ’autre), soit par elle-méme. Mais elle peut
en donner d’autres manicres, plus indirectes. Par exemple avoir la possibilité de punir peut
nous indiquer que des tiers reconnaissent notre droit a nous défendre contre celui qui a
exploité notre confiance. Nous disposons d’une contre-€épreuve de cette hypothese : attaquer
autrui via son porte-monnaie sans que cela donne lieu a reconnaissance sociale par des tiers
risque de ne pas nous donner beaucoup de satisfaction quant a notre statut social. Ly et al.
(2011) ont montré que le striatum s’active aussi lors de la perception d’une ame¢lioration du
statut de la personne, donc de la reconnaissance qu’elle s’attire.

Plus généralement, les auteurs sont passés d’une approche différentielle, relationnelle et
comparative assez justifiée (on punit plus dans certaines conditions que dans d’autres) a une
approche directe (punir = satisfaction). Mais c’est passer sans précaution du conditionnel :
« Si ce qui est coliteux est une peine et si punir donne une satisfaction, alors on va punir
quand le colt ne dépasse pas la satisfaction » a une équivalence entre punir dans ces
conditions et vérifier que punir donne une satisfaction, mouvement qui est cette fois
logiquement douteux (passons sur le fait que I’antécédent de ce conditionnel est lui-méme
discutable et pourrait bien étre parfois contrefactuel, car cela n’entamerait pas forcément la
validité¢ du conditionnel).

Tant que d’autres interprétations ne sont pas disponibles, les explications de De Quervain
et al. peuvent passer pour une inférence a la meilleure explication. Mais d’autres
interprétations de ces données comparatives sont possibles, plus en accord avec la prise en
compte des tiers et 'influence des attributions d’intentions, et avec la nécessité, comme nous
I’avons vu au chapitre précédent, de replacer les réactions des sujets dans le cadre d’une
histoire ou ils ont appris, en fonction des retours variés de différentes interactions, dans
quelles conditions il est souhaitable de coopérer.

Supposons que ’attitude initiale des sujets soit celle d’une attente générale de réciprocité,
ce que nous avons appelé une confiance-cadre. Puisqu’on les met en relation avec un
partenaire anonyme, ils vont assez vite comprendre que dans cette expérience ils sont plutot
dans une situation de confiance-pari. Cela induit une différence de réactions. Quand notre
confiance-cadre est dégue en une occasion, nous pouvons considérer cela comme une



exception et donner une seconde chance a autrui. En revanche une fois découvert que la
situation est celle d’une confiance-pari, et que notre confiance est décue, nous sommes
mécontents d’avoir conservé dans une situation de confiance-pari les attentes de notre
confiance-cadre, qui était valable avec des proches, dans un domaine ou nous aurions da €tre
plus prudents — puisque nous découvrons que le supposé partenaire n’agit pas comme s’il
¢tait des notres. Nous déclenchons alors un autre scénario : il nous faut marquer qu’il n’est
pas des notres, marquer que nous prenons en compte cette différence — sinon, ce membre
d’un autre groupe non identifié va pouvoir prétendre « nous » avoir grugés. Ce serait non
plus seulement une atteinte a nous, individus, mais aussi, indirectement, au « nous » qu’est le
cercle de nos proches, qu’on aurait ainsi tent¢ d’envahir. « Nous » érigeons donc une
défense. Cela est d’ordinaire coliteux, comme toute défense, mais ce n’est pas forcément vécu
comme une peine. Nous vivrions la situation comme une peine seulement si nous ne
pouvions pas nous défendre.

Par ailleurs, si dans I’expérience « on » nous permet de punir sans que cela nous colte
— « on », c’est-a-dire les tiers qui ont congu I’expérience et qui en observent les résultats —
c’est qu’on nous approuve. Cette approbation par des tiers induit une forme de soulagement,
grace a ce partage implicite des points de vue : les tiers, en nous donnant cette possibilit¢ de
punir, donnent implicitement le signal qu’ils sont d’accord avec nous pour penser que cette
rupture de confiance ne correspond pas au cadre normal. Notre chute dans une situation ou
notre confiance-pari est décue est compensée par le fait de retrouver une forme de confiance-
cadre avec des tiers.

Maintenant, quand la punition est symbolique (IS), son autorisation vaut-elle accord du
tiers ? Un accord formel, sans doute, mais qui laisse aussi penser que le dommage que nous
avons subi n’est pas reconnu décisif. En effet, puisqu’il n’implique aucun cofit de rétorsion,
nous pouvons penser que les tiers jugent ce dommage peu coliteux. Dans ce cas, nous ne
pouvons croire a une communauté d’appréciation avec ces tiers qui ne manifestent pas
d’empathie avec nous. Que I’activation dans le striatum soit plus élevée dans IC que dans IS
pourrait donc indiquer la satisfaction de voir notre propre déception partagée par un tiers
dans la condition IC, alors que IS indique simplement que le tiers donne la permissior
formelle de punir, sans aller jusqu’a partager nos sentiments. On peut penser qu’il en serait
tout autrement si la condition de punition « symbolique » impliquait une perte de réputation
infligée au partenaire indélicat.

Comment expliquer que ceux dont le striatum est le plus activé quand la punition n’est
pas coliteuse (INC) sont aussi ceux qui vont se lancer dans les punitions les plus colteuses
dans la condition IC ? Ce sont ceux qui dans les deux cas estiment avoir subi le plus de¢
dommages, et jugent leur droit le plus bafou¢, donc ceux chez qui la punition a le plus de
satisfaction compensatoire a produire. Dans les deux cas, les tiers ont reconnu leur droit a



punir. Une fois ce droit reconnu, son exercice peut aussi avoir un colit — celui d’une défense,
et d’une réparation de cette atteinte a leur cercle de proches, a leur « nous ». Défendre cette
frontiére entre « nous » et « eux » est une activité qui procure de la reconnaissance sociale, en
proportion de I'importance d’une défense justifiée. Cette reconnaissance, a ce stade, est
simplement supposée par le sujet, qui estime que son cercle partagerait son évaluation. On est
assez pres d’une autoreconnaissance, mais elle est toujours aussi supposée
intersubjectivement valide. Le cotit de la défense peut alors étre un signe de I'importance de
cette reconnaissance (tout comme le prix d’un produit est parfois pris comme indice de sa
qualité), en I’absence d’autres informations (voir le lemon market d’Akerlof). Les sujets en
question sont donc ceux qui estiment que ne pas coopérer avec eux est une faute dont la
reconnaissance sociale doit étre maximale.

Quelle interprétation donner alors de I’activité préfrontale, qui implique, surtout dans la
situation de punition colteuse, une confrontation entre différentes réactions possibles et une
tentative d’intégration de divers critéres qui peuvent aller en sens opposé ? Si le colit de la
punition peut valoir comme indice d’une « autoreconnaissance » intersubjectivement
partagée, ou pourrait encore résider un possible conflit entre modes d’évaluation ? Mais il
reste que cette défense a un colt, et que le sujet n’est pas certain d’obtenir une
reconnaissance ¢équivalant a ce colt. D’autres ¢€léments restent aussi susceptibles
d’interprétations opposees : le colit peut étre le signal de I'importance du dommage subi et
donc reconnu par le tiers, ou bien un signal de sa part d’avoir a modérer notre vengeance. On
peut aussi se poser des questions sur le rapport entre I’'importance de notre défense (est-elle
suffisamment marquée ?) et 'importance de notre déception. On est donc avec IC dans un
domaine d’incertitude interprétative, alors que la condition INC est plus simple : le tiers nous
autorise a punir et reconnait notre droit sans ambiguité.

Dans cette perspective la condition NIC ne devrait-elle pas elle aussi susciter une certainge
incertitude et perplexité, amenant une activité préfrontale ? Mais quand nous savons avoir
affaire a une machine et qui plus est a un dispositif aléatoire, nous ne nous mettons guere en
frais de discussions entre interprétations divergentes, et nous ne supposons pas non plus que
des tiers puissent rentrer dans de telles subtilités. 11 semble aussi inutile de nous lancer dans la
multiplicité des interprétations a propos de la différence entre les deux sommes de deux
conditions. Nous avons montré que les auteurs présupposaient qu’une telle mesure était
signifiante, sans pouvoir 1’assurer.

On voit que les expériences de neuroéconomie n’impliquent pas forcément d’en rester a
des interprétations qui déconnectent les sujets de leur histoire d’interactions sociales, de leur
prise en compte des opinions supposées des tiers et de leur recherche de reconnaissance
sociale. Et c’est seulement si I’on prend en compte ces dimensions que I’on peut penser
rendre compte de I’émergence dans une communauté de regles sociales.



La neuroéconomie peut d’ailleurs aussi mettre en €vidence le role des attentes sociales
dans I’activation de normativités. Marchetti et al. (2011) ont ainsi construit une experience
dans laquelle les participants sont d’abord I’objet d’évaluations par des tiers", qui les
déclarent plus ou moins appréciés. Ces évaluations ont un caractere normatif, car elles
servent de références pour ce qui est attendu. On aura d’ailleurs tendance, la plupart du
temps, a tenir ce qui est communément attendu comme normatif, parce que I’on considere
implicitement que c’est aussi attendu par des tiers. Sanfey soutient (Chang et al., 2011), de
maniere complémentaire a Falk et Fischbacher, qui introduisaient dans leur mode¢le la prise
en compte des intentions d’autrui a notre €gard, que ces effets de dépendance par rapport a
des attentes rendent mieux compte des comportements que I’attachement suppos€ a une
norme d’équité (allusion a I’aversion pour [Diniquité, premiere théorie de Fehr).
Effectivement, on peut penser que nous sommes sensibles a la reconnaissance des tiers avant
méme de parer nos évaluations d’une référence a I’équité. Formuler explicitement des valeurs
et des normes comme celle de I’équit¢ demande un pas supplémentaire dont nous étudierons
les conditions dans le chapitre suivant.

1. Borel était lui-méme un grand joueur de bridge. Il rédigea avec Chéron journaliste spécialiste de ce jeu, une Théorie mathématique du
bridge a la portée de tous (1940). Plus largement, il consacra son cours de la faculté des sciences de Paris durant ’année universitaire 1936-1937
aux applications aux jeux de hasard (Borel et Ville, 1938).

2. On consultera sur cette question I'ouvrage de Osborne et Rubinstein, Bargaining and Markets, (1990).

3. La théorie des préférences révélées souléve beaucoup de questions qui tiennent principalement au caractére singulier des situations de choix.
Doit-on, par exemple, induire du refus de choisir une indifférence traitée comme une équivalence ? Comment peut-on interpréter en termes de
préférences individuelles un choix dit « stratégique », destiné a tromper 'autre dans une situation de jeu ? Sur I’ensemble des problemes
méthodologiques soulevés par la théorie des préférences révélées de Samuelson on renverra au livre de Wong, The Foundations of Pau
Samuelson Revealed Preference Theory (1978).

4. Dés le début des années 2000, les théoriciens des jeux ont élaboré des modéles théoriques de jeux séquentiels de réciprocité pour lesquels ils
ont congu des concepts de solutions originaux définis en termes d’équilibre (Dufwenberg et Kirchteiger, 2003).

5. Par induction a rebours (backward induction), on entend un mode de raisonnement qui part de I'issue projetée d’une décision ou d’un
systéme d’interactions pour remonter, séquence par séquence, jusqu’a son origine.

6. Le concept de standard de comportement que 1’on trouve au cceur du livre fondateur de von Neumann et Morgenstern prouve que la trame
initiale de la théorie des jeux n’était pas individualiste mais sociale (Schmidt, 2001).

7. Descombes (2004) insiste sur ce point dans Le Complément de sujet, Paris, Gallimard, « NRF Essais ».
8. Cf. Clavien, Chapuisat, 2013.

9. Cela permettrait de rapprocher les solutions « punitives » qui semblent procéder par « contrdle du partenaire » des solutions d’intérét mutuel,
par « choix du partenaire » dans un « marché biologique » (Baumard et Sperber, 2013 ; Nesse, 2007).

10. De Quervain ef al. (2004), « The neural basis of altruistic punishment », Science, 305, p. 1257.

11. D’autres auteurs ont insisté sur cette importance du rapport aux tiers, par exemple Buckholtz, 2012 ; Chavez et Bicchieri 2013 ; Nettle,
2013 ; Civai, 2013.



CHAPITRE 7

Reégles explicites et normes morales

Les chapitres précédents nous ont montré que des comportements de coopération peuvent
émerger dans 1’évolution, par exemple quand ils sont fondés sur un noyau de relations de
parenté et que des apprentissages peuvent ¢tendre cette coopération a d’autres membres du
groupe. La recherche de reconnaissance sociale qui devient alors possible renforce et stabilise
cette cooperation, si bien qu’on observe des comportements dont I’orientation vers la
coopération est controlée par le souci d’étre reconnu socialement, ce qui permet d’assister a
I’émergence de comportements normatifs. Ces comportements peuvent émerger sans qu’il
soit besoin de formuler des regles et de les €dicter de maniere que tous puissent les connaitre,
comme on I’a examiné au chapitre 6. Les regles sont alors implicites aux interactions qui les
mettent en pratique. Mais il peut se révéler utile voire nécessaire d’expliciter les régles, parce
que plusieurs pratiques différentes qui semblaient se rapporter a des regles similaires se
révelent pouvoir entrer en conflit.

L

Les théoriciens des jeux ont étudié¢ les conditions de recours a ces regles. Nous
esquisserons les différences entre les trois principaux travaux sur ce probléme en les
comparant a notre perspective, Christian Schmidt les analysera ensuite de maniere plus
fouillée. Le premier est celui de Binmore (1994, 1998). Il suppose que le jeu de I’évolution a
déja sélectionné certaines propensions pour certaines relations entre individus. Mais il reste
encore plusieurs possibilités, et un probleme de sélection entre ces possibilités se pose. Les
individus vont alors négocier en ayant en téte des préférences « étendues » : ils préferent étre
une personne appartenant a tel type de collectivité. En fonction de ces préférences, ils vont
négocier sous voile d’ignorance pour définir un contrat social. Les normes sociales sont le
résultat de cette négociation.

Nous avons aussi admis que 1’évolution peut favoriser les comportements altruistes,
d’abord entre parents, puis entre semblables, et que cela incite a adopter un point de vue de
groupe. Une fois ce point de vue adopté (ce qui revient aux préférences étendues ou
« empathiques » de Binmore), on est amené a comparer les solutions offertes a des joueurs
qui jouent selon leur intérét strictement individuel et celles offertes a ceux qui prennent en
compte ce point de vue de groupe. Prendre en compte la reconnaissance sociale, c’est de plus
faire cette évaluation comparative du point de vue du groupe, a condition qu’il permette
d’améliorer le sort des individus — ceux qui prennent ce point de vue de groupe. Cela peut
amener a justifier des conduites de punition, mais alors le ressort est la reconnaissance sociale



et non la punition. Un tel schéma évite d’avoir a imaginer une négociation, et encore moins
une négociation sous voile d’ignorance, ce qui nous emmenait trés loin de la vie sociale
réelle, puisque dans cette vie, négociation et voile d’ignorance sont antinomiques.

Gintis (2010) a proposé de comprendre les normes dans le cadre d’un jeu ou les joueurs
n’arriveraient pas a se coordonner de maniere satisfaisante s’ils ne corrélaient pas leur choix
d’action a un signal commun. Pour que les normes sociales soient efficaces méme en
situation d’incertitude, Gintis doit de plus doter ses agents d’une « prédisposition normative »
qui renforce dans ces situations leurs attentes de coordination. Mais Gintis ne nous renseigne
pas sur le processus qui mene a cette explicitation. Alors que chez Binmore, le processus
d’explicitation est irréaliste, chez Gintis, il est absent.

Les propositions de Bicchieri (2006, 2010) sont plus complexes. Ses agents sont dotés
d’attentes empiriques — ils s’attendent a ce qu’un certain nombre d’autres agents suivent une
norme — et d’attentes normatives — ils pensent que les autres ont tendance a obéir a la norme.
Dans des situations ou il peut y avoir conflit entre 1’intérét individuel et I'intérét collectif
— par exemple un dilemme des biens publics — et qui ne sont pas des jeux de coordination, la
présence d’une norme sociale va transformer le jeu en un jeu de coordination, en changeant
les utilités et donc les préférences. Mais la voie suivie par cette transformation va rester
sensible au contexte — on ne peut définir une stratégie générale pour toute cette gamme de
problémes. Cependant, les agents ne persistent a suivre la norme que si leurs attentes sont
satisfaites : leur adhésion a la norme reste conditionnelle. Ces propositions sont intéressantes
et plus réalistes, mais on ne sait toujours pas comment la norme a pu devenir explicite, et quel
effet est propre a cette explicitation — répondre a cette deuxiéme question peut nous guider
pour répondre a la premiére, puisque si nous connaissons I’effet spécifique ainsi fourni, nous
aurons une idée de son processus de sélection et d’émergence.

LES FONCTIONS DES REGLES EXPLICITES

Qu’apporte la formulation explicite de régles dans I’émergence de comportements
normatifs ? On peut évoquer ici une thése de Joé€lle Proust dans son étude sur la
métacognition (2013), cette capacité qui nous permet, par exemple, de savoir que nous avons
ou n’avons pas une connaissance, sans pour autant avoir a I’activer immédiatement ou croire
par erreur que nous la possédons. Elle soutient, en appuyant cette these sur des travaux de
psychologie expérimentale et accessoirement d’imagerie cérébrale, que, contrairement au
schéma qui nous vient en premier lieu a I’esprit, la métacognition n’implique pas d’entretenir
des représentations explicites de second ordre concernant nos états ou processus cognitifs de
premier ordre, mais qu’il suffit, pour étre capable de métacognition, que nous disposions de
processus de contréle' de ces états ou processus cognitifs. Le contrOle consiste a pouvoir
ajuster, modifier, réviser un processus cognitif, que ce soit pour lui assurer les préconditions



de son bon fonctionnement, pour vérifier qu’il a bien atteint son but ou rempli sa fonction, et
pour s’assurer de son déroulement correct — le contrdle intervient donc non seulement pour
¢évaluer le résultat du processus cognitif, mais au cours de nos actions mentales.

Nous pouvons utiliser cette idée, une fois transpos€e, pour ¢tudier le rapport entre
comportements normatifs, qui suivent des regles implicites, et explicitation des normes.
Certes bien des conduites sociales peuvent s’expliquer simplement en renvoyant a des
normes « descriptives », ¢’est-a-dire en calquant nos comportements sur ceux le plus souvent
exhibés par les autres, qui servent de normes implicites®. Mais plus on accepte cette idée, plus
il devient nécessaire de trouver une explication a tout le travail déployé pour la production de
normes explicites. Cela nous amene a ’hypothese suivante : I'institution de regles explicites
n’a pas pour principale fonction de nous permettre de nous donner une représentation d’une
norme de conduite, mais bien celle de nous fournir des moyens de contréle de la conformité
de tel ou tel comportement a cette norme de conduite. Plus généralement, il s’agit d’¢étendre
nos moyens de contrdle sur la normativité des comportements.

Certes, aucun contrdle ne peut garantir qu’un sujet a tel comportement dans I’intention de
suivre telle régle, et pas pour d’autres raisons. En revanche, aucun étre social ne peut
prétendre avoir réussi a suivre une régle si son comportement sort des reperes qui sont
donnés par le processus de controle.

La tendance des philosophes du social est d’ailleurs trop souvent d’en rester aux
représentations. Il en est ainsi de Searle, quand il soutient que pour créer une institution, il
suffit d’une intentionnalité collective, d’une fonction donnant un statut (X compte comme F
dans le contexte C ; par exemple, ce morceau de papier compte pour 10 euros dans le
contexte frangais), et d’un acte de langage, une déclaration qui énonce cette fonction de statut.
Une déclaration est un acte de langage qui invoque une représentation, qu’elle prétend
transformer en un fait du monde par ce seul acte de déclarer (Searle, 1998). Cette théorie a le
mérite de mettre I’accent sur le lien entre institution et regle explicite. Mais on peut faire
toutes les déclarations du monde, cela ne suffit pas pour qu’une institution existe. Il faut
encore que des activités effectives soient coordonnées par référence a cette institution.

L’explicitation des régles joue un réle important dans cette mise en ceuvre effective, qui
est le test décisif de I'institution. Elle permet un contréle bien plus étendu dans le temps et
I’espace que les contrdles directs que chacun de nous est capable d’exercer sur une personne
qui est a portée de main, ou avec qui il est en contact visuel ou auditif. La formulation de la
régle se transmettant d’acteur en acteur, le controle qu’elle permet d’exercer passe en quelque
sorte a travers les esprits de bien des acteurs pour finir par activer un ou plusieurs contréles
directs, bien loin de I’acteur qui a formé avec quelques autres le projet de ce controle. Ce type
de contrdle, qu’on peut qualifier d’indirect, permet de faire comme si tous les intermédiaires



entre ce projet et les controles directs plus ou moins lointains qui en assurent I’efficience
¢taient contrdlés par référence a la norme explicite ainsi propagée.

On voit le lien entre admettre ces modalités de controle indirect et pouvoir prendre le
point de vue du collectif, ou encore avoir confiance dans le collectif. Notons aussi un lien
avec notre sensibilité¢ a la reconnaissance sociale ; pour que je sois reconnu socialement, il
faut au moins que les autres pensent ne pas avoir besoin de me controler directement pour
pouvoir compter sur moi.

Les regles explicites ne surviennent pas seulement au départ d’un projet institutionnel,
comme dans I’exemple de Searle ; elles peuvent aussi survenir en cours de coordination,
voire a I’occasion de conflits de coordination. Mais quoi qu’il en soit, elles fournissent des
potentialités de controle bien au-dela de leurs lieu et temps d’apparition et permettent de relier
entre eux plusieurs points d’application de ces controles, plusieurs points de contact avec les
activités effectives, ainsi reliés malgré leur distance. En chacun de ces points, cependant, tout
contrdler serait impossible, si bien que le contrdle s’attache seulement a quelques traits de ces
activités. A ces conditions, les institutions nous permettent d’établir des rapports directs entre
des ancrages concrets pourtant séparés par bien d’autres activités. Cependant toutes les régles
qu’on formule et propose ne parviennent pas a se propager ainsi, ou, quand elles se
propagent, ne donnent pas forcément lieu a des coordinations qui puissent encore se référer a
la régle initialement explicitée. Ces échecs montrent que les régles explicites ne peuvent pas se
réduire au seul ancrage de leur déclaration et qu’elles doivent étre mises a I’épreuve de
multiples autres tests dans différents points de contrdles.

Les contrdles que permettent les regles explicites se déclinent selon plusieurs fonctions de
controle. Tout d’abord, 1) les regles explicites permettent un controle de la communication,
plus précisément de sa fiabilité et fidélité. Elles peuvent étre communiquées a un grand
nombre d’acteurs sans que leur formulation soit trop distordue d’un individu a un autre.
Cette propriété, d’ailleurs, exige de formuler les régles de telle manicre que leur
représentation soit stable d’un individu a l’autre et que chacun puisse controler la fidelite de
sa propre représentation au message qu’il a recu. A ce stade, les fonctions de représentation
et celles de controle sont intimement liées. On peut renvoyer aux travaux de Sperber sur
I’épidémiologie des représentations pour des pistes de recherche® sur ce qui peut assurer la
fiabilit¢ de ce genre de transmission. Cependant, une regle, si explicite qu’elle soit, n’assure
pas a elle seule que son application dans un contexte soit pertinente ou qu’elle ne dévie pas
trop de ce que donne son application dans un autre contexte. Et il n’existe pas de métaregle
qui puisse nous dire pour chaque contexte différent comment modifier ’application d’une
regle explicite. La stabilité des représentations dans la communication ne suffit donc pas a
assurer la bonne application des regles.



Une condition supplémentaire est donc requise. L’application des regles doit avoir des
chances de résoudre des problémes de coordination et de coopération. Ceux qui nous
intéressent ici tiennent tout d’abord a ce que certaines taches ou activités collectives
requicrent des coordinations, et nous considérons celles de ces coordinations qui exigent
elles-mémes des efforts de coopération de la part des individus — dont certains pourraient
espérer profiter des efforts coordonnés des autres sans y participer eux-mémes. Mais de plus,
méme quand ces individus font réellement des efforts de coopération, il se peut encore que
leurs efforts ne soient pas bien coordonnés. Nous retrouvons ici des conditions posées par
Bicchieri et par Gintis, mais nous pouvons les rendre cohérentes entre elles, alors que leurs
formulations initiales s’opposent : il y a bien au départ un probléme de coopération (pour
Bicchieri), et la coordination est au départ incertaine (pour Gintis). Pour répondre a ces deux
problemes, les régles explicites ont une fonction de contréole des coopérations de second
ordre. En effet, ces coordinations se reévelent exiger des coopérations, et inversement ces
coopérations doivent de plus étre elles-mémes correctement coordonnées. Nous avions
signalé¢ au chapitre précédent le probleme des exploiteurs de second ordre, ces coopérateurs
qui ne punissaient pas les exploiteurs. Notre probléme est maintenant celui de coopérateurs
qui pourraient ne pas cooperer pour coordonner correctement leurs efforts de coopération. Il
s’agit donc d’un probleme de coopération de second ordre. Il faut que des coordinations
permettent a chacun de contrdler que les conduites d’agents différents vont bien pouvoir se
coordonner de maniere conforme a la norme, alors méme que cette coordination exige des
efforts de coopération et que chacun pourrait avoir une interprétation légerement différente
de ce qu’il faut faire pour coopérer. La simple conformité telle que I’évalue tel ou tel sujet
n’est donc pas suffisante, il faut que les différentes conduites puissent s’interpréter comme
corrigeant leurs déviances pour aller dans le méme sens. Les regles explicites peuvent alors
nous donner des reperes pour déclarer un comportement non conforme et faire partager ce
jugement aux autres cooperateurs. Elles permettent un controle des coopérateurs sur
I’orientation des efforts de coopération de leurs partenaires.

Les régles explicites peuvent encore avoir une troisieme fonction, celle 3) du contréle du
respect collectif des finalités et des valeurs. Elles ne se bornent plus alors a proposer
seulement une recette ou des critéres de controle, mais elles visent aussi une finalité, ou
encore elles mettent la coordination sous l’invocation d’une valeur (qui peut aller de la
productivité au respect de la démocratie en passant par la bonne entente). Cela a I’avantage de
nous permettre de ne pas avoir a attendre, pour exercer notre controle, d’avoir observé le
résultat final des comportements agrégés. En fonction de cette fin ou de cette valeur, nous
pouvons contrdler en cours d’action, voire avant le démarrage de I’action, la tendance a la
convergence des efforts de coopération. Pour ce faire, nous prenons en point de mire la
finalit¢ ou la valeur qui justifie la régle, et nous exigeons des autres et de nous-méme que



chacun révise sa conduite en fonction de cette finalité ou valeur. Ces révisions doivent se
coordonner — leur coordination va servir de reperes de controle — si bien que la définition de
la révision que chacun a a faire va dépendre de I’orientation de la révision des autres. Chacun
va ajuster sa conduite en cours d’action, voire ses maniéres de se préparer a ’action, de fagon
a parvenir a une correction mutuelle des divergences entre les partenaires par rapport a cette
finalité ou a cette valeur.

Cela peut nous amener a modifier notre propre conduite quand, prise isolément, elle serait
correcte par rapport aux reperes donnés par la regle, mais que, prise dans I'interaction avec
les interprétations de la regle par les autres, elle n’assure plus la convergence des actions.
Nous devons alors nous ajuster pour compenser les divergences d’autres coopérateurs. Nous
ne contrélons plus seulement le fait que les comportements sont conformes a certains reperes
ou criteres, nous contrdolons la tendance des coopérateurs a ajuster mutuellement leurs
comportements de manicre a maintenir I’orientation de la coopération vers telle finalité. Nous
ne controlons pas seulement la manicre dont ces comportements se conforment a une regle,
nous controlons, par ces reperes tenant aux coordinations, leur tendance a suivre
collectivement la regle.

Cette distinction revient, on le voit, a faire une différence entre un contréle de premier
ordre, qui porte sur latteinte de reperes ou de buts, et un contréle de second ordre. Celui-1a
porte sur la fagcon dont, pour assurer une orientation collective vers une fin ou dans le respect
d’une valeur commune de coordination, chacun a contrdlé sa maniere d’atteindre les reperes
et de satisfaire les critéres ; et cela en fonction des maniéres des autres et en fonction de la
satisfaction commune de la finalité souhaitée, ou du respect de la valeur affichée. Ce faisant,
ces contrdles de second ordre ont assuré un enracinement mutuel et collectif de cette finalité
ou de cette valeur. Ainsi, dans un débat juridique contradictoire, le fait qu’on puisse disputer
des arguments montrant qu’on a satisfait ou viol¢ telle valeur, montre bien qu’on débat alors
du suivi des régles, méme si on se donne comme garde-fous des indices de conformité aux
reperes légaux.

Ces trois premiers effets de I’explication des normes suffisent déja a expliquer leur
émergence. Pouvoir exercer sur les autres un contrdle indirect mais plus étendu, doublé d’un
controle en continu de la conformité du comportement a des valeurs ainsi que d’un controle
de leur intention de suivre une regle, donne a chacun un pouvoir et fournit une source de
reconnaissance sociale, a laquelle les interactions avec autrui et les tiers qui ont constitué
notre subjectivité nous ont rendu sensible. Un repere qui permet ces controles va donc étre
un attracteur pour les acteurs sociaux, ce qui va augmenter la puissance de cet attracteur en
fonction du nombre mais aussi de I’'investissement des acteurs qui s’y réferent.

Or nous pouvons aller encore plus loin, puisque nous pouvons vouloir faire porter notre



controle sur la formulation méme de la régle, puisqu’il s’agit d’une régle explicite. Cette
fonction 4) de contréle des regles elles-mémes peut d’ailleurs se dédoubler. D’une part nous
pouvons tenter de savoir si, en nous proposant tel et tel repere, la régle, quand on examine les
conséquences de son application, assure bien la finalit¢ qui la motive. D’autre part nous
pouvons contrdler la cohérence de la finalité de la régle avec d’autres motivations et valeurs
dont nous pourrions souhaiter qu’elles priment sur celles que la régle invoque directement.
Dans le premier cas, nous adoptons un contrdle du méme genre que celui qui porte sur le
choix de conventions, voire de régles d’étiquette (par exemple : est-il plus courtois de poser
les fourchettes les pointes en I’air, ce qui peut étre un peu agressif, ou vers le bas ? Ou
encore : les ronds-points régulent-ils de maniére plus socialisée et plus fluide le probléme des
croisements que les feux rouges ?). Dans le second, nous discutons de la subordination d’une
norme a d’autres normes au nom de la priorité a donner a telle exigence sur d’autres, et cela
peut nous conduire dans le domaine des normes morales.

C

Les ¢études de psychologie cognitive montrent que nos évaluations différent — trés tot dans
le développement — selon que nous avons affaire a des régles qui sont de convention sociale,
ou a des régles morales. Nous reconnaissons assez vite que des conventions sociales, comme
les manicres de mettre le couvert ou les régles de politesse, peuvent étre autres qu’elles ne
sont. Nous avons tendance inversement a penser que les régles morales, comme ne pas tuer
ou dire la vérité, peuvent €tre tenues pour universelles voire inconditionnelles. De fait, des
enfants méme peu agés sont capables de faire la différence entre les régles d’étiquette et les
normes que nous pensons étre des normes morales.

Cette stabilit¢ va cependant de pair avec de nettes évolutions au cours du développement.
Une ¢tude (Fehr, Bernhard et Rockenbach, 2008) montre que quand on confronte des enfants
a des situations qui proposent des choix entre coopérer ou ne pas le faire, leur conduite
¢volue, en grandissant, d’une mani¢re complexe : ils peuvent commencer par des
comportements de don qui nous semblent exagérés, pour ensuite ne tenir compte que de leurs
propres désirs d’appropriation, et finir par combiner, selon les situations, coopération ou
poursuite de leur intérét propre, d’une manicere similaire aux adultes. Il semble donc qu’ici
I’éducation sociale joue un grand role et que les conduites que nous considérons comme
morales s’édifient sur une base d’interaction sociale®.

Ces apprentissages sociaux vont pouvoir orienter les évaluations morales en fonction des
contextes culturels, et on peut relier ces différences d’évaluation a des différences
d’activations cérébrales. Ainsi Han ef al. (2013) montrent que les Américains non seulement
prennent plus de temps a répondre a des dilemmes moraux (mettant en jeu des personnes,
comparés a des dilemmes qui ne mettent pas en jeu des personnes) alors que les Sud-Coréens



répondent plus vite, mais aussi que les premiers activent davantage la zone du cortex
cingulaire antérieur (ACC), liée a des résolutions de conflits, alors que les seconds activen
davantage celle du cortex préfrontal dorsolatéral et le putamen (li¢ a des réactions rapides
concernant la satisfaction). Il se pourrait que les Coréens visent non pas a résoudre un
conflit, mais a trouver le contrdle qui les satisfasse socialement.

Si nous pouvons distinguer entre des regles de politesse et des regles morales (comme ne
pas tuer ou ne pas mentir), nous pouvons aussi distinguer entre reconnaitre la valeur morale
d’un acte et choisir d’accomplir cet acte. En effet, nous pouvons reconnaitre qu’un acte est
bon ou mauvais, et cependant ne pas déclencher la conduite approprice (Moll, 2005) !
FeldmanHall er al. (2012) ont montré qu’il y a une grande différence entre les anticipations
des sujets sur leur conduite et leur comportement effectif dans une expérience (version
atténuce de I’expérience de Milgram) ou on leur donne le choix de soumettre d’autres sujets a
un choc ¢lectrique plus ou moins ¢levé (tous les chocs ici sont supportables), ou bien de
payer pour leur éviter le choc propose€. Les sujets pensent que les participants vont payer
pour D’éviter aux autres, mais, quand ils agissent, ils choisissent plutot de conserver I’argent
pour eux’. Nous pouvons aussi faire la différence entre des normes morales qui régissent les
relations entre proches, et celles qui régissent notre groupe social. Nous en arrivons méme,
lorsque nous sortons de notre groupe ou que nous sommes amenés a vivre des situations
nouvelles ou plus complexes que prévu, a pouvoir critiquer les normes valant pour nos
proches et celles valant pour notre groupe. On pourrait penser que c’est en ¢tendant notre
champ d’expérience a d’autres groupes que nous sommes amenés a prétendre a I'universalité
de certaines normes, mais il semble que ce soit plutdt en tentant d’étendre les normes de notre
groupe a d’autres groupes ! Inversement, quand nous devenons plus sensibles a la
complexité des situations, cela nous amene a porter un regard critique sur des normes qui
seraient insensibles a la singularit¢ de ces situations. Enfin, quand nous avons a choisir entre
ces différents types de normativités dans une situation donnée, nous pouvons dans notre
réflexion nous référer non plus a des normes directement applicables, mais a des orientations
que nous pouvons choisir pour nous guider (mais non pas nous déterminer) et a des
principes qui sont communs a ces orientations.

Ce que des auteurs comme Parfit ont appelé la morale de sens commun® combine la
« morale des proches » (qui nous conseille de nous soucier surtout de nos proches) et une
prise en compte partielle des limites de cette premicre morale quand nous étendons nos
relations a des personnes extérieures a ce cercle. Cette morale de sens commun trouve a son
tour ses limites, quand, par exemple, elle conduit & ne pas préter attention a des petites
défaillances dont ’accumulation sur des collectifs importants peut avoir des conséquences
néfastes, attention a laquelle nous incite en revanche une morale utilitariste. L’éthique du care
se souciant de ceux que nous rencontrons semble proposer une extension de la morale des



proches a toute personne, mais elle exige de tenir compte chaque fois de la singularité des
situations, si bien qu’elle semble devoir renoncer a nous fournir des régles explicites. Elle a
surtout une fonction de critique d’autres morales comme la morale kantienne, qui prétend
suivre des regles rigides parce que universelles, ou comme [’utilitarisme, qui prétend tout
faire dépendre d’un calcul des conséquences collectives. Nous pourrions ainsi distinguer
entre une morale des proches, une morale sociale ou morale du groupe, et diverses morales
généralistes. Nous pourrions alors réserver le terme d’éthique pour une réflexion sur ces
différentes morales, pour des critiques qui peuvent en étre faites au nom d’une exigence
d’universalité, au nom d’une prise en compte des conséquences plus lointaines, ou encore au
nom de la particularité des situations, ou encore pour une discussion argumentée sur ce qui
peut justifier I’appel a tel ou tel principe.

D

Les neurosciences et la neuroéconomie peuvent prétendre avoir aussi des choses a dire
sur les activités cérébrales qui sous-tendent les jugements portant sur la maniére dont une
conduite peut ou non satisfaire soit des conventions, soit des régles morales. Moll et al.
(2005) notent que les évaluations morales exigent, pour juger des actions, d’avoir des
perspectives plus larges qu’une visée instrumentale et de prendre en compte des
conséquences a long terme, si bien que ces évaluations vont activer le cortex préfrontal qui
permet cette prise en compte. Ils proposent de comprendre notre sensibilit¢é morale comme
résultant de la combinaison de divers traitements (évaluations a long terme et évaluations
émotionnelles, qui activent le systeme limbique et le cortex orbitofrontal pour des
associations entre situations sociales et émotions). Certes, mais c’est 1a simplement transposer
dans le vocabulaire des neurosciences des associations de catégories que nous faisons
spontanément a propos de la morale. Ces activations, on les retrouve d’ailleurs aussi dans des
évaluations qui ne sont pas morales, mais esthétiques’. On pourrait ainsi objecter que les
dispositifs expérimentaux actuels en neurosciences ne sont pas d’un grain assez fin pour tenir
compte des distinctions que nous avons faites entre des controles de différents ordres. C’est
vrai en général, mais les différences observées expérimentalement peuvent cependant nourrir
la réflexion sur ces distinctions plus fines. Nous partirons de deux types d’études qui peuvent
alimenter ce genre de discussion, celle de Grygolec, Coricelli et Rustichini (2007) sur le
rapport entre responsabilité personnelle et observabilité sociale, et celles de Greene (2001,
2003, 2004) sur les rapports entre raisonnement sur les conséquences et évaluations liées aux
émotions.

La premicere ¢tude ne porte pas spécifiquement sur la responsabilit¢ morale et met plutot
en jeu des questions de statut social. Mais elle peut nous servir de « contrdle » pour détecter
par différence les évaluations et choix proprement moraux. Le dispositif expérimental montre



que la différence entre ce qu’un sujet a obtenu effectivement et ce qu’il aurait pu obtenir a
plus d’importance pour le sujet quand il est arrivé a ce résultat par une action qu’il a lui-
méme décidée que lorsque le résultat ne dépend pas de lui mais d’une loterie ou d’éléments
extérieurs. Le fait que d’autres personnes puissent observer et donc évaluer ce résultat accroit
aussi son importance. Ces différences d’importance sont corrélées aux différences
d’activation du striatum ventral — qui est comme on I’a vu un ¢élément central du circuit lié¢ a
la récompense — et du cortex orbitofrontal, 1i¢ aux comparaisons entre une donnée réelle et la
représentation d’un état auquel on aurait pu parvenir mais qui ne s’est pas réalisé et est resté
contrefactuel.

La conjugaison des deux activations, peut-on penser, montre que notre satisfaction est li¢e
a cette comparaison entre ce qui est et ce qui aurait pu étre. Cette sensibilité qui ne se borne
pas a ce qui existe est évidemment un composant nécessaire de toute €valuation morale aussi
bien que sociale. Il est clair d’ailleurs que les différentes catégories de normes morales que
nous avons distinguées exigent des modalités de comparaison contrefactuelle de plus en plus
complexes. Ainsi pour pouvoir proposer des principes €thiques, qui ne définissent pas des
regles d’action, mais seulement des orientations qui peuvent nous guider dans nos
¢valuations morales, il faut avoir comparé ce qu’a donné I’application d’une norme morale
dans telle situation a ce qu’y aurait donné (contrefactuellement) I’application d’autres normes,
et avoir extrait de ces comparaisons des orientations qui seraient pertinentes pour la situation
contrefactuelle comme pour la factuelle, et qui pourraient étre évoquées avec profit pour des
situations similaires.

Cependant, si nous revenons a cette expérience, 1’activation du striatum ventral et du
cortex orbitofrontal ne peut y correspondre qu’a des évaluations faites au sein d’un circuit
activé dans une situation donnée. Il serait alors nécessaire, pour aller jusqu’a I’éthique, de
montrer des activités de comparaison qui impliquent de relier différents circuits activés pour
des situations différentes.

Les expériences de Greene ne vont pas jusque-la, mais elles reperent des différences entre
circuits. Il a analysé en imagerie ceérebrale les différences entre les activations provoquées par
les présentations des deux scénarios les plus classiques de ce qu’on appelle le probleme du
trolley fou. Un trolley devenu incontrdlable va écraser cinq ouvriers qui travaillent sur une
ligne, a moins que vous aiguilliez le trolley sur une autre ligne ou il ne va écraser qu’une
seule personne, soit vous poussiez un €énorme personnage du haut d’un pont de telle maniere
qu’en tombant sur la ligne il fasse dérailler le trolley. L’imagerie cérébrale montre dans ce
second cas une activation supérieure de zones liées aux émotions — si bien que les circuits
cérébraux peuvent différer dans les deux cas. Les sujets disent préférer manceuvrer
I’aiguillage plutot que pousser le gros homme, alors que du point de vue utilitariste, sensible
aux seules conséquences®, les deux choix devraient étre indifférents puisqu’il y a dans les



deux cas mort d’un homme. Selon Greene, pour que I’on arrive a la position utilitariste il
faudrait que le cortex préfrontal (particulierement dorsolatéral, DPFC) ainsi que le cortex
cingulaire antérieur (ACC), associés pour le premier a une forme de calcul comparatif et pour
le second a la difficult¢ de I’évaluation, I’emportent sur les zones émotionnelles qui
déclenchent une réponse plus immédiate’.

Cependant d’autres chercheurs en neurosciences (cf. Moll ef al., 2005) sont quelque peu
sceptiques a I’égard de I’identification entre calcul utilitariste et activation du DPFC, comme ¢
I’égard d’une opposition trop dualiste entre cognition calculatrice et émotions. Pour prendre
un exemple, ’amygdale, censée traiter ’émotion de peur, est aussi active dans la détection
d’¢léments surprenants et informatifs, et a donc un réle de motivation cognitive important.

Nous pouvons ajouter a cette perplexité un autre scepticisme, qui concerne cette fois le
caractere principalement moral des motivations qui nous amenent a préférer manceuvrer un
aiguillage plutot que de pousser un gros bonhomme. Il est en effet possible qu’il s’agisse de
considérations qui seraient a la fois pragmatiques, sociales et morales (mais pas seulement
morales), et qui auraient trait au probléme de I’assignation de la responsabilité d’une action.
Une revue de quelque 17 variantes différentes du scénario du trolley fou disponibles dans la
littérature, que nous avons esquissée a ’occasion d’'une communication (Livet, 2011), semble
bien indiquer que ce qui compte avant tout pour les sujets soumis a ces expériences, c’est de
pouvoir insérer le plus d’étapes et donc de distance possible entre leur intervention directe,
considérée comme le premier segment d’une suite d’étapes qui s’enchalnent mais qui peuvent
aussi présenter des bifurcations, et les conséquences fatales qui en résultent pour les ouvriers
et autres gros bonshommes (en y ajoutant dans quelques scénarios plusieurs trains sur
différentes voies).



5 hommes tués 1tué

Freine le‘ trolley

Nl tombe */
sur la voie :

“Je le pousse’ olvrier

" ouvrier | ouvrier se déplace
i V’):'.
\déraillement/

\ Homme énorme sur pont
Aiguillage

: 'Trolley fou

Dans ce graphe, une fléche barrée en tirets indique une succession qui n’intervient pas
nécessairement, mais demande une intervention de I’agent et implique sa responsabilité.
L’agent préfére entre deux scénarios conduisant au méme nombre de morts, celui qui
implique le moins d’interventions possible. Les cours-circuits de responsabilité sont en
pointillé serré.

Pour ne prendre que les deux variantes que nous avons citees, le deuxieme scénario nous
assure qu’en poussant le gros homme, il sera nécessairement tu¢. Des lors c’est notre
poussée, combinée avec larrivée du trolley, qui cause sa mort. Circonstance aggravante, il a
¢té nécessaire que nous soyons attentifs a assurer cette coincidence entre sa chute et arrivee
du trolley — il nous fallait déclencher notre poussée au bon moment et pousser dans la bonne
direction. Si bien que la « réussite » de cet acte, et donc sa conséquence, la mort d’un
homme, remonte aussi directement que possible a nos efforts et a notre intention. En
revanche quand nous manceuvrons 1’aiguillage, cette action déclenche un meécanisme, qui
peut fonctionner plus ou moins bien, sans que nous puissions rien y faire — par exemple rien
n’exclut que le trolley déraille au lieu d’aller sur I’'une des voies qui conduisent a des résultats
mortels. Cela introduit une bifurcation possible des ¢événements, et donc une ¢tape
supplémentaire, celle qui est nécessaire pour assurer le bon fonctionnement de la déviation



sur lautre ligne au lieu du déraillement. Enfin, il reste dans nos esprits une certaine
incertitude sur le comportement des ouvriers ou de ’ouvrier, ce qui introduit éventuellement
encore une autre bifurcation possible et une étape supplémentaire. Toutes ces possibilités,
selon le scénario proposé, ne sont pas accordées au gros homme, que nous sommes censés
contraindre a tomber selon la direction que nous lui avons donnée.

On peut alors raisonner ainsi : quand nous poussons le gros homme, notre responsabilite
est engagee aussi dans le blocage des bifurcations possibles de la situation — les scénarios qui
proposeraient d’autres déroulements que sa chute au point voulu. En revanche, une fois
I’aiguillage déclenché, nous n’avons plus de responsabilité concernant les bifurcations
possibles des événements. On peut représenter ces s€quences d’étapes selon un graphe, dont
le point de départ est notre poussée et le terme est la collision entre le gros bonhomme et le
trolley, les bifurcations possibles €étant alors représentées par des nceuds intermédiaires, d’ou
partent les embranchements des autres scénarios. Bloquer ces bifurcations pour assurer une
chute bien ciblée peut alors €tre transcrit par un arc qui court-circuite les différents nceuds de
bifurcation pour parvenir au but poursuivi. En effet si, une fois exercée une poussée sur le
gros homme, nous pouvons réintervenir directement quand nous voyons un instant plus tard
qu’il ne tombe pas ou que sa trajectoire risque de ne pas €tre la bonne, cela revient a dire que
cette deuxieme étape est toujours sous le controle direct de notre premiere action, donc du
premier nceud du graphe. Différentes étapes successives peuvent €tre ainsi court-circuitées, ce
qui redirige la responsabilite directement sur notre intervention. On comprend que lorsque la
conséquence finale est désastreuse, nous ayons une certaine aversion pour une remontée de
responsabilité aussi directe. Que le scénario qui conduit a la remontée la plus rapide de la
responsabilité d’une conséquence négative vers notre décision d’action suscite en nous des
émotions négatives n’a par ailleurs rien d’étonnant.

Or cette aversion n’a rien de particuliérement moral, sinon éviter ses responsabilités serait
devenu une vertu morale. Elle a tout a voir, en revanche, avec les problémes de contréle dont
nous avons fait ’hypothese, en reprenant I'idée de J. Proust qu’ils sont au cceur de la
référence a des normes explicites. Certes, dans cet exemple, les normes suivies par les acteurs
n’ont pas été explicitées, mais les évaluations que ’on demande aux sujets des expériences,
elles, sont explicites. Elles visent bien a étre communiquées, partagées, elles peuvent étre
critiquées par les autres, s’appliquer a d’autres conduites dans des situations similaires, etc.
Les modalités de contrdle de notre action — et de celles des autres — sont donc au cceur de nos
¢valuations explicites, qui elles-mémes nourrissent nos manieres d’expliciter des normes.

Dans notre vie sociale, cette tendance a éviter de controler directement une action dont les
conséquences négatives sont assurées nous ¢vite beaucoup de problémes. Ceux qui se
hérissent a 1'idée de pouvoir dissocier vivre en personne morale et assumer ses
responsabilités la trouveront immorale. On pourrait aussi simplement la trouver amorale. Elle



n’est cependant pas dépourvue de rapport avec le domaine de la moralité : c’est bien
I’évaluation morale de notre action et de notre personne, évaluation a laquelle conduirait une
telle remontée de responsabilité, que nous souhaitons éviter. Mais ici, comme souvent, se
mélent désir de reconnaissance sociale, attentes normatives et appréciations morales.

Il ne serait pas impossible de mettre ce genre d’hypothése a I’épreuve de I'imagerie
cérébrale. Apres tout, cela pourrait se rapprocher de résultats (Blair, 2000, 2004, suivant
Rolls) qui montrent que, quand le cortex orbitofrontal est endommagg¢, on arrive moins bien
a inverser une tendance initiale dont on apercgoit les conséquences négatives (response-
reversal). On est alors aussi moins sensible aux réactions des autres, manifestées par des
expressions de colere. On pourrait donc étudier comment une tendance, non plus cette fois a
inverser la réponse, mais simplement a la rendre moins directe, peut €tre reliée ou non a une
sensibilit¢ a la désapprobation d’autrui. Il faudrait d’ailleurs distinguer ici la sensibilité
¢motionnelle et la capacité¢ a comprendre les intentions d’autrui (que I’on dit li€ a la théorie de
I’esprit, TOM) puisque les psychopathes conservent la seconde alors que la premiere est chez
eux quasiment absente (Richell ef al., 2003). Or pouvoir capter des indices de reconnaissance
sociale exige a la fois la premicre et la seconde.

Ces expériences nous montrent bien que nos conduites morales mobilisent différents
circuits d’évaluation. Nous faisons appel a un circuit émotionnel, a un circuit d’interprétation
des intentions d’autrui. Nous les associons a des circuits qui activent des comparaisons entre
ce qui se produit et ce qu’on pouvait attendre comme autre scénario, ou entre ce qu’on
pouvait attendre comme émotion d’autrui et celles qu’il manifeste, et a des circuits qui
intégrent ces différents modes de comparaison. Cette intégration est dé€licate, parce que ces
circuits ne fonctionnent pas tous a la méme vitesse. Les circuits émotionnels peuvent étre plus
rapides, les comparaisons qui impliquent I’activation du cortex orbitofrontal ou du cortex
préfrontal dorsolatéral sont plus lentes et peuvent n’avoir d’effet inhibiteur qu’aprés quelque
temps. Enfin nos évaluations continuent méme apres notre décision et notre acte, nourrissant
alors des comparaisons avec d’autres actes que nous aurions pu accomplir, comparaisons qui
semblent étre essentielles pour un apprentissage moral et encore davantage pour des
réflexions éthiques. Il est clair que notre réflexion éthique philosophique doit tenir compte
des conditions de fonctionnement concrétes de ces processus mentaux. Cela conduit a
relativiser les prétentions d’une morale qui ne proposerait que des régles universelles ou que
des calculs conséquentialistes, et & devenir plus sensible a des considérations éthiques qui
tiennent compte de la mixité des sources de nos décisions morales.

C

Les évaluations morales combinent donc des réactions immédiates — des réactions
émotionnelles, mais aussi des orientations pragmatiques ou encore des €évaluations non



réfléchies — et des estimations plus réfléchies et plus élaborées — qui peuvent impliquer une
prise de position critique par rapport aux normes sociales qui sont devenues routiniéres. Elles
impliquent des capacités de comparaison entre ce qui existe et des possibilités qui pourraient
exister, mais qui ne sont pas réalisées (des contrefactuels). Or de récentes études qui portent
sur différents types de croyances, dont les croyances religieuses, montrent que I’on peut non
seulement comparer une situation réelle & une situation contrefactuelle, mais que 1’on peut
aussi, en particulier dans le domaine religieux, entretenir en parallele ou de manicre
superposée des croyances qui supposent une sorte de coexistence du factuel et du
contrefactuel. On peut alors se demander en quoi ces croyances religieuses différent des
croyances morales et en quoi elles leur sont similaires, et aussi dans quelle mesure d’autres
croyances que les croyances religieuses peuvent présenter des dispositifs similaires. Cela
n’implique pas que les religions soient réductibles a des croyances, puisque leurs liens avec
les émotions, et les émotions collectives en particulier, sont bien connus. Mais si, dans le
domaine des émotions, les émotions religieuses nous paraissent aller de soi, la cohérence des
croyances religieuses et des croyances ordinaires n’est pas évidente.

Sur ce terrain, la combinaison entre anthropologie, psychologie cognitive et neurosciences
permet, tout comme sur celui des évaluations morales, de montrer la complexité des
phénomenes. Paul Harris et Rita Astuti ont montre, Harris chez les catholiques, puis Astuti et
Harris chez les Vezo de Madagascar (2008) que coexistent deux croyances apparemment
contradictoires sur la mort, la premiere reconnaissant que toutes les fonctions, corporelles et
mentales, cessent avec la mort, la seconde, qui chez les Vezo réunit les morts aux ancétres,
envisageant leur présence possible dans la communauté apres leur mort — alors que chez les
catholiques, il s’agit d’une survie de I’ame, que le corps ne doit rejoindre qu’au jugement
dernier. Cette croyance a un mode de relation des ancétres avec la communauté apres leur
mort n’empéche pas qu’en préparant les morts pour I’inhumation, on n’hésite pas a utiliser de
I’eau trés chaude qui pourrait les ébouillanter, ou a leur tirer les cheveux si nécessaire, en
donnant pour raison de ces traitements cavaliers qu’« ils ne sentent plus rien ». Ces croyances
religieuses semblent donc jouer sur un registre qui se superpose a celui de la croyance
« naturaliste » qui voit dans la mort une cessation d’existence physique et mentale. Ce registre
est déclenché dans le contexte d’histoires communément acceptées et qui concernent les
ancétres, histoires qui ont €t¢ socialement apprises. On observe d’ailleurs que les jeunes
enfants produisent plus spontanément la croyance qu’apres la mort ’esprit et le corps cessent
de fonctionner que la croyance liée a la présence des ancétres, qui est en revanche entretenue
par les adultes et les enfants plus ages.

Certaines de ces croyances acquises par confiance dans les assertions des autorités
sociales, des philosophes (2 commencer par Jonathan Cohen, 1992) les ont appelées des
« acceptations » (acceptances) — on peut renvoyer a Va savoir de P. Engel (2003) pour plus



de précisions. 11 s’agit 1a seulement de ces croyances que I’on peut acquérir volontairement, a
la différence des croyances au sens épistémique du terme (au sens ou l’on croit une
proposition p si I’on pense que p est vrai, que p est le cas, sans pouvoir définitivement
exclure que p soit faux). En ce dernier sens, si nous étions conscients que notre croyance en
une proposition tient simplement a notre souhait volontaire qu’elle soit vraie, nous
n’arriverions justement pas a la croire — au sens épistémique du terme. Or on constate que
croyances religieuses et acceptations se mélent assez intimement.

Cependant, ce n’est pas par un effet de volonté que I’on croit a la vie éternelle ou au
retour des ancétres, mais d’abord parce qu’on croit a ce que d’autres croient. Pour autant il ne
s’agit pas d’une croyance qu’on ait pu obtenir simplement a partir d’information sur des faits,
sans intervention de souhaits et de volonté (James, on le sait, parle pour la croyance en Dieu
de «will to believe », de vouloir croire), et c’est ce qui la rapproche d’une acceptation. Les
croyances religieuses impliquent le plus souvent 1’acceptation de I’autorit¢ des membres
influents d’une certaine communauté. Mais une fois inculquées, les croyances religieuses se
présentent comme des croyances qui s’imposent a nous sans intervention de notre volonté.
La trace de cette origine culturelle et sociale se manifeste seulement dans cette superposition
ou coexistence entre les croyances religieuses et les conceptions basiques des régularités du
monde qui nous entoure — et une de ces régularités naturelles nous montre que le corps des
morts ne fonctionne pas.

Il nous semble que la notion de contrdle est plus appropriée ici que celle de volonté ou de
désir. En effet elle permet de relier I’aspect social des religions et leur aspect cognitif.
L’anthropologie cognitive (Sperber, Boyer, Atran'’) propose de voir dans les religions un
effet collatéral d’une combinaison entre deux capacités cognitives de base (que nous utilisons
dans bien d’autres domaines que celui des croyances religieuses) : la capacité de pouvoir
identifier un agent comme source d’un changement et celle de pouvoir se représenter des
entités directement inaccessibles — comme les pensées des autres, des actions contrefactuelles,
etc. Les religions nous proposent donc de trouver la source des changements qui nous
affectent dans des entités personnifiées mais auxquelles nous n’avons pas d’acces direct, et
dont nous pouvons imaginer les intentions'. Or, ajouterons-nous, ce qui permet a un agent
d’étre source d’un changement, c’est qu’il peut avoir par son action un certain contréle sur
les événements. De méme, deviner les intentions des autres nous permet d’avoir un certain
controle sur la maniére dont ils orientent leurs actions.

Or pouvoir formuler explicitement certaines regles qui régissent les interactions des
divinités entre elles et avec nous ouvre la possibilit¢ d’un double controle. Par similitude avec
notre propre usage des regles explicites, cela donne aux divinités ou puissances un moyen de
controler la conformit¢ de nos actions a leurs exigences (controle de premier ordre).
Inversement, en contr6lant nous-méme cette conformit¢ de nos comportements, nous



pouvons penser satisfaire ces exigences, et donc croire assurer une stabilité¢ dans nos relations
avec ces divinités. Ces puissances représentent aussi des finalités ou des valeurs, et nous
pouvons donc étre motivés par le souci de suivre les régles qu’elles nous donnent (contrdle
de deuxieéme ordre). Les rites conjoignent les deux ordres de contrdle, puisque non seulement
les comportements des pratiquants d’une religion doivent étre conformes aux rites, mais
qu’ils doivent étre accomplis avec un engagement authentique.

Bien des religions mettent encore en jeu un autre dispositif de contrdle, celui exerce par
d’éventuels intermédiaires entre les croyants et les divinités. Ces intermédiaires sont censés
mieux identifier les intentions des divinités que la plupart des croyants, et ils vont aussi
s’arroger le role de controler la conformité des conduites des autres aux rites, voire le suivi
des regles religieuses. Ces religieux sont d’ailleurs supposeés exercer sur leurs propres
conduites un contrdle supérieur a celui des autres membres de la sociét¢ — ce controle
s’appliquant dans certaines sociétés jusqu’a des processus corporels que I’on ne penserait
guere soumis a la volonté — contrdle de processus gérés par le systeme vagal comme la
respiration.

Par ailleurs les religions dont les dogmes centraux sont liés a des préceptes comme la
régle d’or (« fais a autrui ce que tu voudrais qu’on te fit ») et qu’on peut qualifier de
« religions morales » apparaissent quand les techniques de production permettent d’obtenir
des surplus si on y consacre plus d’efforts, ce qui pose des problémes de répartition, si bien
que I’apparition de ces religions pourrait étre liée a la recherche d’une régle proportionnelle
de répartition, qui permet de maintenir des coopérations entre des individus qui se livrent a
des activités différentes (Baumard et Boyer, 2013). I1 s’agit bien 1a d’un mode de contrdle des
coopérations. C’est un noyau qui demeure chez des athées : ainsi les principes laiques sont
liés au souci de controler 1’égalité des conditions entre les croyances.

Enfin les religions nous fournissent des moyens de contrdler notre tendance a surestimer
les satisfactions dans un futur proche (le discount temporel), controle qui atteint son plus
haut point chez les calvinistes — dont la doctrine rapporte toute action, a tout moment, a notre
destin¢ée ultime — alors que chez les catholiques, on peut toujours espérer un pardon in
extremis (Paglieri et al., 2013 ; Carter et al., 2013).

I1 se pourrait donc bien que les religions se soient construites comme des mises en ceuvre
sociales de tous ces niveaux de controle, dont les modes les plus complexes ne sont devenus
disponibles que par la formulation de régles explicites .

Plusieurs expériences en neurosciences peuvent d’ailleurs corroborer cette approche
socialisante des croyances religieuses. Ainsi Harris et al. (2009) ont compar€ les activations
cérébrales liées aux croyances religieuses et non religieuses, ainsi qu’aux jugements portes
par des croyants et des non-croyants sur des propositions comportant des contenus religieux.



Ils n’ont pas trouvé de différences — de zones activées préférentiellement — entre Iactivité de
croire et celle de ne pas accorder sa croyance (disbelief), et cela que I’on soit croyant ou non.
En revanche, dans nos sociétés, ou les croyants savent qu’il existe des non-croyants et
réciproquement, les propositions religieuses sont plus longues a juger vraies ou fausses que
les non-religieuses. Les propositions contraires a la religion (ici la religion chrétienne)
activent, aussi bien chez les croyants qui les refusent que chez les non-croyants qui les jugent
vraies, les zones de I'insula antérieure (liée a des réactions émotionnelles négatives) mais
aussi la zone du striatum ventral, liée ordinairement a la récompense.

Ce dernier point, qui semble a premiere vue étrange dans le cas des croyants, peut
s’expliquer de la méme maniere que dans notre réinterprétation de D’expérience de De
Quervain et al., ou lactivité dans le striatum semblait liée a des effets de reconnaissance
sociale. Dans une société ou chacun sait qu’il y a des croyants et des non-croyants, un
jugement sur des propositions religieuses vaut adhésion a 'un ou 'autre groupe, et donc peut
¢veiller un sentiment li¢ a la reconnaissance sociale interne a ce groupe dans les deux cas,
aussi bien qu’un sentiment négatif a I’idée que I’autre groupe ne partage pas nos opinions.

Un travail de Kapogiannis et al. (2009) montre de méme que les différentes régions
activées par des propositions religieuses soit théoriques, soit pratiques, ou encore indiquant
une implication de Dieu (de maniére positive ou négative), ou enfin indiquant les émotions
divines (soit positives, soit négatives) activent les réseaux auxquels on pourrait s’attendre
pour des propositions de chacun de ces types, mais qui ne porteraient ni sur la religion ni sur
Dieu, mais sur des acteurs humains usuels.

Enfin deux expériences de Newberg (Newberg et d’Aquili, 2001 ; Newberg et Waldman,
2006), I'une portant sur les ¢tats de méditation de moines tibétains, ’autre sur les activités de
priere de religieuses franciscaines, montrent que ces ¢tats impliquent tous deux des
activations cérébrales spécifiques mais similaires, en particulier une baisse d’activité dans le
lobe pariétal latéral supérieur postérieur. Or, alors que pour les moines tibétains cette baisse
est liée au sentiment de n’€tre plus situ€¢ nulle part, pour les religieuses franciscaines elle
pourrait étre liée a celui d’€tre en interaction avec Dieu — qui il est vrai est ubiquiste, mais ce
n’est pas cet aspect que les religieuses mettent en avant. Cela montre d’une part que les
expériences de ce genre, qui sont lices a des institutions qu’on peut qualifier de religieuses, ne
dépendent pas dans leur spécificité cérébrale de la religion considérée, et pourraient ne pas
étre spécifiquement « religieuses » (ce sont les Occidentaux qui voient dans le bouddhisme
une religion), mais d’autre part que ce sont bien des €ducations sociales différentes qui
permettent de faire diverger les interprétations qui sont li€es a ces activations particulicres.
Notre cerveau interprete ses propres activations selon nos acquis culturels !

Autrement dit il est possible de voir dans les interactions dites religieuses (avec Dieu, ou



plongé dans une forme de vide qui est au-dela ou en dega des particularités de ce monde) des
manicres d’exploiter autrement nos capacités sociales d’interaction, en les vivant sur un mode
virtuel, qui a ’avantage de pouvoir étre plus aisément contrdlé que ne le pourraient étre des
interactions sociales effectives. Les religions nous entraineraient ainsi au contréle de nos
interactions sociales, dans la mesure ou elles nous permettraient de nous y exercer. Mais elles
pourraient aussi induire des conduites plus radicales, voire plus violentes, quand des croyants
tenteraient de rendre les comportements sociaux effectifs conformes a des conduites dont le
controle n’a été efficient au départ que dans un monde seulement virtuel.

N

Sur la base de cette approche, nous pouvons esquisser une distinction entre différents
types de normes, a commencer par les normes religieuses et les normes scientifiques. Les
premicres gerent ce probléme du controle des conduites en utilisant comme repéres des rites,
reliés a ’apprentissage d’une hiérarchie stabilisée de valeurs. Les secondes proposent aussi
des repéres, mais donnés par des méthodes qui puissent, tout en maintenant une forme de
cumulativité des savoirs, assurer aussi des changements de priorités conceptuelles — Kuhn a
nomm¢ cela un changement de paradigme, ce qui est sans doute excessif.

Les normes politiques, notons-le, ont un statut quelque peu intermédiaire. Elles régulent
les prises de décisions, décisions qui apportent des changements dans les interactions
sociales. Mais elles n’impliquent pas nécessairement de changement conceptuel, ou si elles en
produisent — par exemple lors d’une révolution — elles ne se soucient guere de cumulativité.

Les normes juridiques proposent un régime mixte. D’une part les normes légales sont
supposées intangibles et donc cumulatives en un sens additif, avec pour idéal qu’elles
forment un systéme cohérent (dans la perspective de Kelsen) ou du moins, dans Ia
perspective de la Common law, qu’elles puissent €tre inférées de principes communs (le juge
« herculéen » de Dworkin est censé extraire ces principes des jugements précédents). Lors
des proces, en revanche, elles fonctionnent en conjonction avec une intense activité de
réinterprétation de la part des parties, qui chacune rapportent les faits a des normes
différentes, et de la part des juges, qui interpretent la jurisprudence. On notera d’ailleurs que
quand les juristes (plus audacieux que les juges, qui craindraient une ingérence extérieure)
s’intéressent aux neurosciences, c’est pour tenter d’y trouver des indicateurs de
psychopathologies supposés plus fiables que les évaluations des experts psychiatres, et pour
pouvoir plus facilement décider de considérer un criminel comme irresponsable (Vincent,
2011 ; Nadelhoffer et al., 2012). Autrement dit, il s’agit pour eux de pouvoir opposer aux
émotions des plaignants une garantie moins contestable.

D’autre part, et inversement, activité du législateur consiste a partir de normes sociales
émergentes pour les réguler par des lois explicites, quitte a réviser les normes juridiques



précédentes. Nous retrouvons donc dans le fonctionnement des normes juridiques tous les
types de controles que permet I’explicitation des normes : controle de la stabilité des
formulations, controle de la coordination correcte de la coopération entre plaignant,
défenseur, accusateur et juge, controle du respect des finalités et des valeurs, et controle des
regles elles-mémes (par le législateur).

La comparaison de la croyance religicuse avec la croyance que le profane peut avoir dans
les théories scientifiques est ici intéressante. Le profane croit les savants ; sous cet aspect, il
croit, comme le croyant religieux, a ce que d’autres croient. L’étude de cette relation des
connaissances scientifiques avec certains modes d’autorité fait d’ailleurs partie du programme
de ce qu’on appelle I’épistémologie sociale (cf. Goldman, 1987, 2006). Une différence entre
scientifique et religieux peut se faire jour. Les croyances du savant restent toujours opaques
pour le profane qui ne peut intégrer toute leur complexité. Au contraire, le croyant religieux,
dés qu’il a terminé son initiation, partage en gros les mémes croyances que celles de celui qui
les lui a inculquées (cela du moins quand la religion n’est pas doublée de « sciences du
religieux », recourant a ’expertise de théologiens, exégetes et spécialistes des religions). La
différence essentielle, cependant, est que celui qui doute de ses croyances religieuses risque
d’étre exclu de la communauté, alors qu’il est admis par la communauté des savants qu’ils
puissent en venir a mettre en question certaines conclusions. Ce n’est toutefois jugé
admissible — et avec résistance — que si de tels hétérodoxes ne doutent pas de tout et si leurs
travaux permettent d’avoir acces a de nouvelles branches du savoir. Quand ces travaux
amenent des révisions des connaissances, certaines croyances scientifiques peuvent se révéler
fausses — mais pas toutes, et ’ensemble constitué¢ par les croyances restantes et par les
nouvelles croyances doit permettre d’explorer des domaines nouveaux. C’est la une forme de
cumulativité qui n’est pas simplement additive, qui ne se borne pas a ajouter de nouvelles
propositions sans rien retrancher, et qui peut méme amener a modifier le statut des croyances
persistantes, lesquelles peuvent devenir moins centrales, voire valides seulement dans un
domaine restreint. Non seulement on révise les croyances, mais on peut aussi réviser leur
statut de croyances prioritaires et fondamentales”. Certes, la encore, les dispositifs de
contrdle de ces révisions par différentes autorités de I’institution scientifique sont nombreux.
Mais ces autorités doivent elles-mémes satisfaire une certaine contrainte : leur contréle doit
pouvoir donner lieu lui-méme a contréle, ce qui exige qu’elles donnent des raisons explicites
de leurs décisions (mé€me si elles ne donnent pas forcément toutes leurs raisons, dont
certaines peuvent étre peu scientifiques).

L’épistémologie sociale semble nous mener loin de I’économie'. Pourtant dans ses
développements ce courant de recherches s’est fortement inspiré non seulement de la
psychologie cognitive, mais aussi de 1’économie. List et Pettit ont ainsi repris dans ce
domaine la stratégie construite pour produire les théorémes d’économie qui démontrent,



comme le font le théoréme d’Arrow ou celui de Sen, I'impossibilité de définir une fonction
de choix collectif qui satisfasse certaines exigences pourtant souhaitables. On pourrait peut-
étre étendre aussi ces théorémes au domaine religieux : il semble impossible de trouver pour
une collectivité¢ une fonction de choix d’une religion unique, religion qui permette cependant
a chacun de se forger sa propre croyance, qui s’appuie sur des comparaisons entre religions
faites deux a deux, qui respecte la préférence unanime de tous pour une doctrine religieuse
plutét qu’une autre, mais qui évite que tous se soumettent a la religion d’un seul.

On pourrait avec quelque malice rappeler que I’économie combine des traits des
connaissances scientifiques et des traits des religions. D’une part les découvertes en €économie
théorique sont bien soumises a la critique scientifique et restent par ailleurs opaques pour les
profanes ; et les ¢études d’économétrie et celles d’économie expérimentale ou de
neuroéconomie présentent aussi quelques-uns de ces traits. Mais d’autre part, méme si les
¢conomistes théoriciens préféreraient moins de distorsions entre leurs résultats théoriques et
les phénomenes économiques, ils sont capables d’y rester peu sensibles. Des lors la dualité
entre les situations idéalisées ¢tudiées dans la théorie et les situations économiques de fait
peut s’installer assez durablement, sur un mode qui présente quelques similarités avec la
coexistence ou superposition entre les croyances de base et les croyances religieuses, que
nous avons évoquée a propos du sort des morts chez les Vezos.

Quelques études d’imagerie cérébrale ont suggéré que lors d’activités mentales liées a des
évocations religieuses est activée une combinaison de zones (le cortex préfrontal dorsal, le
cortex frontal dorsomédian et le cortex pariétal médian) que d’autres expériences ont trouvée
associée a une activité d’évaluation réflexive, dans un retour du sujet sur lui-méme (Azari et
al., 2001). On note aussi une réduction de I’activité du cortex cingulaire antérieur (ACC), qui
peut étre liée & une diminution de ’anxiété (Inzlicht et al., 2009). Cependant, ajouterons-
nous, le caractere réflexif de ces activités n’est pas forcément conscient chez les sujets, leur
expérience étant plutot celle d’une relation immédiate a ce qu’ils croient — méme si la
recherche de la paix de I’ame semble un leitmotiv de bien des religions.

Les croyances religieuses apparaissent donc impliquer une dualité ou une superposition
entre inculcation sociale et croyances « naturalistes » de base, comme entre réflexivité et
adhésion immédiate. Mais cette dualité est la plupart du temps mise entre parenthéses, sinon
effacée : la source externe de I’inculcation est pleinement intériorisée, la réflexivité et
Iintrospection sont vécues comme sentiment ou intuition immédiate. A I’inverse, les
croyances scientifiques remettent sans cesse en tension la dualité entre d’une part les théories
admises ou supposées ¢tablies, et d’autre part la réflexion critique personnelle ou les
discussions entre pairs. La réflexivité est présente dans les deux régimes de croyance, mais
dans les croyances religieuses elle est reprise dans un mode implicite, alors que dans les
croyances scientifiques elle doit donner lieu a explicitation.



Or la réflexivité est lice au controle. Dans la religion et dans la morale, elle donne lieu a
un autocontrole, qui amene la personne responsable a s’infliger a elle-méme un blame quand
il y a eu defaillance, controle qui lui rappelle les valeurs qu’il est désirable de respecter. Dans
le travail scientifique, on tente d’¢liminer les sources de blame, par exemple les fautes
techniques. En revanche on aurait plutét tendance a tenter, dans les protocoles
expérimentaux, de renforcer les sources de résistance de la nature aux hypothéses du
chercheur — ces hypotheses qui sont ce a quoi il accorde une valeur toute particulicre. La
religion met le croyant a D’épreuve des valeurs, I’expérimentation scientifique met les
hypotheses valorisées par le chercheur a I’épreuve.

Le contrdle se décale. Dans la religion, il porte d’une part sur le respect des conduites
rituelles, d’autre part sur les motivations du croyant a suivre les pratiques religieuses et sur la
conformité de ses formulations de ces motivations avec les formulations de sa religion. Dans
les deux cas de figure, nous retrouvons nos trois premiéres fonctions de contrdle (contréle de
la communication, controle des coopérations de second ordre, contréle du respect de la
finalité des regles).

Dans la recherche scientifique, le contréle porte sur les hypotheses, qui sont des
formulations des attentes du chercheur controlables par sa communauté scientifique. Or on
peut aussi voir les hypothéses comme des regles explicites : elles formulent en effet le lien
conditionnel entre les conditions de départ de ’expérience et les résultats attendus. Comme
toutes les regles explicites, elles établissent ainsi des rapports directs entre des points de
controle qui peuvent étre lointains et demander pour €tre atteints bien des médiations. Mais si
les hypothéeses sont des regles explicites, alors le controle de ces hypotheses reléve bien aussi
de notre quatriecme fonction de contrdle : on contrdle les regles elles-mémes — du moins
certaines d’entre elles. Alors que le troisieme type de contréle pouvait amener le croyant
religieux, dans un retour sur lui-méme, a s’interroger sur la conformité de ses motivations
personnelles avec les finalités ou valeurs de sa communauté, le quatrieme type de contrdle
renvoie le controle des hypothéeses scientifiques a I’extérieur, a la résistance de la nature, et a
cette série de points d’ancrage que sont les expériences ultérieures et les remises en cause par
d’autres théories et modeles. Cette position peut sembler donner [I’avantage aux
« réfutationnistes » a la Popper sur des partisans de justifications positives. Mais pour une
regle passer avec succes une mise a I’épreuve est le meilleur ersatz que nous puissions avoir
d’une justification.

On comprend alors que la recherche expérimentale fasse partie de ces pratiques
institutionnelles qui font porter le controle jusque sur les régles explicites elles-mémes. Font
aussi partie de ces pratiques les discussions politiques et éthiques, qui se donnent, elles aussi,
les moyens de remettre en cause certaines régles explicites tout en continuant a s’appuyer sur
d’autres normes, jugées plus fondamentales.



Cette remarque nous permet finalement de trouver un trait commun aux différents types
de normes explicites : elles permettent de faire fonctionner en parallele deux régimes dont
chacun répond aux défaillances possibles de I’autre. L’explicitation des normes religieuses
fixe des reperes communautaires et rituels externes, alors méme que les croyances religieuses
font fonctionner des formes de réflexion et d’introspection sans les afficher comme telles, en
effacant leur aspect de découplage. L’explicitation des normes juridiques donne un cadre aux
¢changes sociaux et aux proces, alors méme que ces échanges font émerger de nouvelles
normes et que les proces déploient la pluralité des interprétations. L’explicitation des normes
politiques donne un cadre aux interactions sociales tout en permettant une critique des regles
proposées. L’explicitation des normes scientifiques donne un cadre doctrinal aux chercheurs,
tout en permettant aussi la critique des résultats proclamés et des programmes de recherche.
L’explicitation des normes morales permet a I’éthique de mieux définir le cadre des exigences
morales tout en développant la discussion sur le contenu a donner aux valeurs.



Commentaire Emergence des normes
et interprétations des régles

La notion de norme n’est pas ais€e a saisir et, moins encore a définir. Ce terme renvoie
d’abord a I’'idée de normalité. Le normal, en médecine, s’oppose au pathologique. Lorsqu’il
s’agit de produits et de technologies de fabrication, la normalisation vise une standardisation.
En droit, la norme, selon la jolie formule de Catherine Thibierge sert a la fois « de tracé et de
mesure » (Thibierge, 2008). En maticre de morale, cette référence a la normalité n’est plus
suffisante, puisque les normes s’appuient, cette fois, sur des principes qui les fondent. Par-
dela cette polysémie, un trait leur est commun : I’existence de normes se trouve étroitement
lice a celle de regles. Mais la relation entre normes et regles est, elle-méme, ambivalente
puisqu’elle peut s’interpréter dans les deux sens. D’un c6té, comme c’est le cas pour la
morale, on trouve des normes, en amont des regles, dont elles constituent les fondements
abstraits ; d’un autre cote, les régles permettent aux acteurs sociaux de transformer les
principes qui les inspirent en normes comportementales concretes. Cette relation complexe
entre les régles et les normes sert de trame au chapitre 7.

Pierre Livet prend toutefois le soin de préciser, dés I'introduction, qu’il ne traite, dans ce
chapitre, que des normes qui sont reliées a des régles « explicites ». Par régles explicites, il
faut entendre ici des régles dont I'information est publique, et par conséquent, en théorie au
moins, accessibles a tous. L’énoncé des priorités, en matiere de code de la route, ou
I’interdiction de fumer dans certains emplacements, fournit deux exemples de régles
explicites. Les normes associées aux régles explicites sont supposées, dans les deux cas,
pouvoir étre déduites de ces regles, dont les individus ont une connaissance directe ; d’ou
I’importance de leur formulation et de leurs interprétations. Cette connaissance des regles
n’est cependant pas suffisante pour garantir leur transformation en normes comportementales
par tous les individus. Il faut encore, en effet, que chacun en accepte les principes, et peut-
étre méme, sache (ou seulement croie) que les autres les acceptent aussi. Ainsi, dans
I’exemple de I'interdiction de fumer, il n’est pas certain que le fumeur invétéré accepte le
principe d’hygiéne qui motive cette régle et qu’il ne lui oppose pas un principe libertarien de
choix individuel, en contradiction ici avec le principe dans lequel cette régle puise sa
légitimité. Une autre conséquence de cette limitation aux regles explicites est I’exclusion des
régles implicites de cette investigation. Elle entraine, de facto, I’élimination des simples
conventions qui ont été traitées dans le chapitre 6. Les développements du chapitre 7
confirment notre hypothese que la formulation de ces régles explicites, et leurs incidences sur
les comportements, soulévent des questions distinctes de celles qui ont été étudiées a propos
des conventions tacites.
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On comprend mieux, dans ces conditions, que rechercher 1I’émergence de normes
morales, a partir de la sélection d’un équilibre dans un jeu qui en posséde plusieurs, comme
I’ont proposé de le faire, selon des modalités différentes, Binmore, Bicchieri, Gintis et bien
d’autres, n’ait gueére fait avancer les questions qui sont étudiées dans ce chapitre. Cette
formulation de la question des normes en termes de jeu de coordination entraine que la
norme recherchée revét presque toujours, pour ces auteurs, la forme technique d’un équilibre
de Nash, au sens ou un tel équilibre correspond aux meilleures réponses stratégiques de
chaque joueur aux stratégies de meilleures réponses de chacun des autres joueurs. Or nous
savons que certains équilibres de Nash peuvent contredire des normes sociales souvent
considérées pourtant comme évidentes. Pour rester dans une tradition utilitariste chére a
beaucoup d’économistes, nombre d’équilibres de Nash ne sont pas optimaux, parce qu’ils ne
maximisent pas l'utilit¢ collective des joueurs. Pis encore, dans le célebre dilemme du
prisonnier, la solution coopérative, qui pourrait coincider avec une norme sociale, n’est
précisément pas un équilibre au sens de Nash.

Certes, Bicchieri (2006), a la différence des deux autres auteurs mentionnés, souligne que
la question des normes ne se présente pas en théorie des jeux, du fait de ’existence d’un
probleme de coordination, mais du fait de situations caractérisées par des conflits d’intéréts
qu’elle nomme « jeux d’intéréts mixtes ». Mais elle reconnait que de telles situations
entrainent nécessairement un probleéme de coordination. Méme si, par conséquent pour elle,
la coordination n’est pas a I'origine de I’émergence de normes sociales (ou morales), c’est
bien cette contrainte de coordination qui permet in fine de résoudre ce (ou ces) probleme(s)
posé(s) par les normes'’.

On peut noter également une petite différence entre Gintis (2010) et les deux autres
auteurs qui ont ét¢ mentionnés. Pour Gintis, ce n’estpas la sélection d’un équilibre de Nash
qui constitue le cceur du raisonnement, mais 1’établissement d’un équilibre défini de maniére
légérement différente, sous I’appellation d’équilibre corrélé. Dans un équilibre corrélé, les
joueurs ne disposent pas, au moment de leur décision, d’une information compléte sur la
stratégie qui sera choisie par les autres joueurs, mais seulement d’une distribution de
probabilités sur leurs stratégies (Aumann, 1987). L’idée d’appliquer cet équilibre corrélé au
probléme posé par la sélection d’un équilibre avait déja été évoquée par Carlson et Van
Damme (1993). La novation de Gintis est ici d’interpréter la norme sociale comme un signal
qui favorise, dans cette perspective, la coordination de leurs stratégies dans une direction
coopérative. Pour préciser sa pensée, Gintis, compare ce signal a celui du chorégraphe
lorsqu’il s’agit de coordonner les mouvements d’une troupe de danseurs (Gintis, 2010).

Mais ni un équilibre de Nash ni 1’équilibre corrélé, qui en représente une forme affaiblie,



ne sont nécessairement optimaux. Quant au systéme de sélection par lequel la norme sociale
se trouve ici introduite, soit il fait intervenir des fictions (le voile de I’ignorance emprunté a
Rawls par Binmore, la métaphore du chorégraphe imaginée par Gintis), soit il n’est pas
suffisant, en lui-méme, pour garantir toujours la coordination, car la transformation des
normes en solution d’un probléme de coordination imaginée par Bicchieri n’est valable que
pour la catégorie des jeux d’intéréts mixtes. Or tous les jeux ou la référence a une norme
sociale pourrait résoudre le probléme posé par la coordination des joueurs ne sont pas des
jeux d’intérét mixtes au sens de Bicchieri. On assiste enfin, chez tous ces auteurs au
glissement, jamais explicité, d’'une norme sociale (maintien et survie du groupe), a une norme
morale qui reste non définie.

Cette approche par la coordination apparait, pour toutes ces raisons, mal adaptée a
I’énoncé des conditions d’émergence de normes morales au cours des interactions sociales.
Le jeu de la chasse au cerf, qui est I'un des archétypes des jeux de coordination, fournit, sous
cet angle, une maniere de contre-exemple. Son interprétation évolutionniste, qui a pourtant la
faveur de Binmore, de Gintis et, a moindre degré, de Bicchieri, a justement montre,
modé¢lisation a I’appui, qu’en la circonstance, ce serait plutdt ’équilibre sous-optimal (chacun
chasse un lievre de son c6té) qui serait plus probablement sé€lectionne (Kandori, Mailath,
Rob, 1993 ; Samuelson, 1997). L’explication intuitive en est facile. Supposons une population
suffisamment nombreuse, partagée entre des coopérateurs, préts a chasser le cerf, et des
chasseurs averses au risque, qui, dans une région supposée giboyeuse, préferent capturer tout
seul un lievre. Au bout d’un temps suffisant, un nombre croissant de coopérateurs, dégus par
la défection de leurs partenaires, grossiront progressivement les rangs des chasseurs de lievre,
au point d’éliminer les partisans de la chasse au cerf. Le mécanisme évolutionniste aura ainsi
sélectionné 1’équilibre résultant d’un comportement du « chacun pour soi ». Faut-il
considérer, des lors, le « chacun pour soi » comme une norme sociale ? On aurait en tout cas
quelques raisons de douter de son efficacité sociale, puisque les chasseurs obtiendraient tous
davantage en chassant, ensemble, le cerf. Quant a sa portée morale, on imagine, plus
difficilement encore, quel principe moral pourrait le justifier.

Au total, nous savions déja que certaines normes de comportement social pouvaient
faciliter, voire assurer la coordination des joueurs. La théorie des jeux telle qu’elle est utilisée
par ces trois théoriciens, nous apprend donc, en définitive, peu de chose sur la relation entre
des normes sociales ainsi entendues et des normes morales, et moins encore sur leur
transformation en régles explicites.

Il serait pour autant excessif et méme inexact d’induire de cet exemple de la chasse au
cerf, et d’autres du méme genre, que la theéorie des jeux est un cadre inadéquat pour étudier
les relations entre normes morales et régles explicites. Ce qu’il met en évidence, avec d’autres
exemples du méme type, c’est seulement le fait que la question des normes, dans leurs liens a



des régles explicites, n’est pas réductible aux problémes de coordination rencontrés par les
agents individuels dans leurs interactions sociales. Quant au concept d’équilibre de Nash, qui
sert, directement ou indirectement, de pivot au raisonnement de ces auteurs, il ne représente
ni une regle explicite des jeux sociaux, ni une norme morale qui s’imposerait aux joueurs.
C’est donc dans une direction différente de la théorie des jeux qu’il faut porter nos regards,
en repartant du concept de standards de comportements « acceptés », introduit, dés 1’origine,
par von Neumann et Morgenstern, et en convoquant d’autres concepts de solution inspirés, le
plus souvent, de jeux dits coopératifs, comme 1’équilibre de Berge évoqué au chapitre 6.
Nous reviendrons sur cette question en abordant la question des régles de partage qui se
trouve au centre de beaucoup des jeux sur lesquels ont porté les expérimentations et les
travaux de neurosciences. Mais il nous faut auparavant discuter bri¢vement la maniére dont la
science économique présente la question des relations entre les régles explicites et les normes
sociales et morales, avant d’examiner comment elle a cherché a la résoudre.

L

La science économique s’est développée en distinguant assez nettement deux branches
séparées de la connaissance économique, celle de 1I’économie positive, qui se propose
d’expliquer les phénoménes économiques observés, et celle de 1’économie normative qui
construit des mode¢les cohérents de comportements et d’institutions économiques, sur la base
de principes moraux abstraits, comme la justice, 1’équité, le bien-étre, voire, plus récemment,
le bonheur... Dans une visée plus ambitieuse, I’économie normative est allée, parfois, jusqu’a
inverser le sens de cette démarche, en proposant, par exemple, de dériver directement des
théories économiques de la justice, de 1I’équité, ou du bien-Etre, a partir de concepts
appartenant a 1’analyse économique (les choix rationnels, la maximisation de I’utilité,
I’optimalité...). On retrouve en tout cas, dans cette dichotomie entre ’économie positive et
I’économie normative, un peu des deux versants de la relation régles/normes précédemment
présentée. L’économie positive, tout au moins dans sa dimension théorique, s’efforce de
dégager des lois de fonctionnement des phénomeénes observés (ou observables). Elle cherche
ensuite, a tirer de ces lois certaines régles de comportements des agents, ayant vocation a se
transformer, en normes comportementales. L’économie normative part, au contraire, de
normes sociales ou morales dont elle cherche a donner un modé¢le a I'aide de concepts
¢conomiques. Elle s’efforce ensuite, d’en tirer des régles explicites, capables d’induire, chez
les agents, des comportements conformes a ces normes. L'une et 'autre de ces deux branches
du savoir économique entretiennent une relation, certes différente, avec la réalité
¢conomique. Mais la confrontation des résultats ainsi obtenus dans chacune de ces deux
branches de la connaissance économique n’est pas évidente. Rien ne garantit, en effet, la
coincidence, et méme la comparabilité¢, des normes comportementales mises en ¢vidence au
terme de chacune de ces deux approches.



Quelques €conomistes se sont risqueés a promouvoir une construction intellectuelle, voire
a développer une véritable doctrine, qui rendrait intelligible le passage d’une approche a
I’autre, et €clairerait, de cette manicre, les relations entre régles et normes en économie. Nous
mentionnerons ici deux de ces tentatives les plus connues et, a bien des €gards, opposées :
I’utilitarisme de regles (rule utilitarism), €laboré par Harsanyi (Harsanyi, 1977, 1982), et
I’ordre spontané (spontaneous order) proposé par Hayek (Hayek, 1975).

La doctrine d’Harsanyi repose sur un utilitarisme €économique, au sens ou 1’objectif
poursuivi par ’activité économique dans son ensemble serait une maximisation de 1’utilité
collective, et ou sa réalisation résulterait des choix des individus. Cette version de
I’utilitarisme de regles, pronée par Harsanyi, se distingue cependant de I’utilitarisme de choix.
Le choix utilitariste des agents ne porte plus, dans le premier cas, sur des actions
individuelles, mais sur des reégles, méme si I’objectif utilitariste est toujours celui de la
maximisation de I'utilité collective. Il en résulte, notamment, que ce seront les régles ainsi
choisies qui permettront de transformer en normes de comportements les normes morales
initialement contenues dans I’utilitarisme. Harsanyi y voit ainsi une facilitation dans Ia
coordination des actions. Mais cela n’est pas 1’objet premier de sa construction. Il emprunte a
I’appareil analytique de I’économie positive la théorie du choix rationnel dérivé de la
maximisation de I’utilité, et fonde les principes moraux qui inspirent les normes utilitaristes
sur la rationalité de ces choix. L’exercice est habile, sans étre tout a fait convaincant, car il se
heurte a une objection majeure. On connait les difficultés rencontrées par les économistes
pour définir le contenu précis de cette utilit¢ collective. L’adhésion des agents, méme
rationnels, aux principes moraux de 'utilitarisme n’est donc nullement assurée. Les chances
de transformer ces principes en normes comportementales, par I'intermédiaire de regles qui
seraient acceptées par tous (ou presque tous), s’en trouvent d’autant amoindries. Or est-il
encore rationnel, dans une optique utilitariste, de choisir des régles utilitaristes, si ’on doute,
avec quelques arguments, que de telles régles soient également choisies par les autres ?

La doctrine de I’ordre spontan¢ d’Hayek part d’une hypothese inverse de celle d’Harsanyi.
L’économie positive traite les phénomenes €économiques et sociaux comme des processus
organis¢€s. Mais leur ordre, qui émane des actions des individus, n’est pas, pour Hayek, celui
des buts qu’ils poursuivent chacun, bien au contraire. Hayek €limine ainsi I’idée d’Harsanyi
d’ancrer la relation entre les normes et les régles sur une quelconque théorie des choix
rationnels. C’est en ce sens qu’il faut entendre 1’idée de spontanéité¢ présente dans la notion
d’« ordre spontané ». Pour autant, cet ordre s’appuie sur des regles qui permettent d’eviter,
ou d’évacuer, les désordres susceptibles d’intervenir au cours de ces processus
d’organisation. Le rdle de ces regles est, en définitive, de fournir ici aux agents des normes
comportementales pour orienter leurs actions. Ces regles favorisent leur coordination, mais il
s’agit, 1a encore, d’une simple implication. Cette construction peut paraitre s€duisante. Mais le



statut exact de ces régles qui rendent possible le développement d’un ordre spontané reste
problématique. Elles sont, a la fois indépendantes de toute intentionnalité, et identiques pour
tous ; mais elles servent, en méme temps, de référentiels pour les actions décidées par chacun.
Les premicres de ces propriétés laisseraient a penser qu’il s’agit de régles abstraites, et donc
explicites. Hayek précise cependant qu’elles ne sont pas nécessairement « verbalisées », ou
méme seulement connues, au sens d’une connaissance consciente, par les acteurs qui s’y
référent dans leurs actions. 11 ne pourrait s’agir, dés lors, que de régles implicites, dont Hayek
reconnait lui-méme les difficultés rencontrées lorsqu’on cherche a expliquer comment elles
sont transformées en régles explicites (Hayek, 1980).

L’utilitarisme de regles et I'ordre spontané ne représentent, en définitive, que deux
fictions philosophico-économiques destinées a fournir un pont entre I’économie positive et
I’économie normative, en intégrant normes et regles dans une formalisation positive des
activités économiques. Mais elles ont le mérite de mettre chacune I’accent sur une dimension
différente, souvent omise ou négligée, de la relation entre regles et normes. L’utilitarisme de
regles montre qu’il ne suffit pas, pour donner vie a des normes, de conformer ses choix a des
regles de conduite correspondant a ces normes. Ainsi, ce n’est pas parce que chacun fera ses
choix par rapport au critere utilitariste que la norme utilitariste sera institu¢e. L’ordre
spontané révele que la simple connaissance de regles, au sens d’une conscience réfléchie,
n’est ni suffisante ni méme peut-étre nécessaire pour faire €merger des normes de
comportement qui contribuent a un ordre social. La simple formalisation de cet ordre au
moyen de regles formelles ne garantit pas, en effet, le respect de sa traduction en termes de
normes de comportement. Ces deux constats peuvent paraitre, a premiere Vvue,
contradictoires. Nous montrerons, a la lumiere des résultats de plusieurs travaux en
neurosciences, qu’ils se révelent, par certains aspects, complémentaires. Ils conduisent, en
tout cas, a orienter nos recherches en séparant deux questions distinctes, méme si elles ne
sont pas sans liens. La premiere porte sur les conditions d’émergence de regles sociales
incorporant des normes morales ; la seconde concerne la maniere par laquelle 1’existence de
ces regles agit sur les comportements des individus, a travers leur appréhension et les
modalités de leur connaissance.

N

La premiere de ces questions a déja été discutée au chapitre 6, dans le cadre de jeux non
coopératifs dont les études ont bénéficié des acquis récents de ’économie expérimentale et de
la neuroéconomie. Les différents protocoles expérimentaux qui ont €t€¢ examinés concernent
le partage d’un bien divisible, imposé (jeu du dictateur), ou seulement proposé¢ (jeu de
I’ultimatum), par un joueur a un autre joueur. Différentes variantes en ont été développées
avec plusieurs joueurs, dans le role du joueur en second, ou méme dans les deux roles. Des



versions répétées avec ou sans bornes temporelles ont également été introduites.

Bicchieri fait observer avec raison que ces jeux sont différents pour les joueurs. Dans le
jeu du dictateur, le partage est imposé par le premier joueur au second, pour qui I’alternative
est seulement entre « prendre » ou « laisser ». Ce n’est plus le cas du jeu de I'ultimatum,
lorsqu’il est répété. Le partage devient alors le résultat d’un jeu stratégique entre les deux
joueurs dont I’issue dépend de leurs anticipations respectives et des niveaux de ces
anticipations. Considérés toutefois du point de vue du théoricien, ces jeux posent tous un
méme probleme de partage : il s’agit, en effet pour les joueurs de partager un bien
(généralement une somme d’argent) entre eux, au terme des différents protocoles envisages.
Or le principal résultat mis en évidence par ces expériences est, pour le théoricien des jeux,
que le partage retenu par les sujets de ces expériences ne coincide presque jamais avec la
solution théorique tirée d’un équilibre de Nash, méme si, dans le cas d’un jeu de I'ultimatum
répété, les résultats obtenus peuvent étre justifiés apres coup dans une logique nashienne. Du
point de vue de la théorie positive, par conséquent, I’équilibre de Nash n’est pas le concept
de solution pertinent pour comprendre ces jeux de partage.

Face au défi posé par ces résultats expérimentaux, les réactions des théoriciens des jeux se
sont partagées en deux courants distincts.

Certains, comme Binmore et Shaked, ont préféré garder le concept d’équilibre de Nash
comme solution de référence. Ils ont alors invoqué I’existence de « normes sociales
comportementales » pour expliquer les €carts observes entre les partages retenus et le strict
¢quilibre de Nash défini par la théorie. Pour ces auteurs, la solution de ces jeux est le plus
souvent compatible avec un ensemble de points d’équilibre. Il existerait un ensemble de
normes sociales a la disposition des joueurs qui leur permettrait de les orienter dans le choix
d’un de ces €équilibres en fonction des environnements sociaux propres a chacun de ces jeux.
O n comprend mieux dans ces conditions comment ils ont pu ramener, par ce biais, la
question du partage a un probléme de coordination sociale (Binmore, Shaked et Sutton,
1985). C’est sur cette base que Binmore a développé ultérieurement sa théorie €évolutionniste
des normes sociales, et en particulier celle de la justice.

D’autres, comme Fehr et Schmidt ont, au contraire, élaboré, sur la base des résultats
expérimentaux obtenus dans ces différents jeux de partage, un mode¢le alternatif pour en
rendre compte. Partant d’une interprétation des rejets des propositions manifestés par le
joueur en second et craints par le joueur en premier, ils ont formulé I’hypothése générale
d’une aversion a I’iniquité qui caractériserait les préférences des joueurs. Forts des résultats
empiriques de leur modéle appliqué a d’autres jeux, comme certains jeux de marché, ils lui
ont conféré un statut de théorie, sans pour autant remettre en question son concept de
solution (Fehr et Schmidt, 1999).



Des débats méthodologiques violents s’en sont ensuite suivis entre les deux camps, qui
n’ont guere permis, jusqu’a présent encore, de clarifier, dans le cadre de la théorie des jeux,
la question de I’émergence de normes de partage'’.

Il existe pourtant, en théorie des jeux, d’autres concepts de solution que I’équilibre de
Nash, parfois définis en termes axiomatiques, qui s’attachent a déterminer des régles de
partage équitable. Mais de tels concepts ont souvent été¢ élaborés dans le cadre de jeux
coopératifs, sur la base précisément de normes sociales, si ce n’est morales. Par jeux
coopératifs, il faut entendre ici la recherche par les joueurs de gains communs obtenus a
travers ce que la théorie des jeux appelle des coalitions, qui désignent les ententes
susceptibles d’étre passées entre les joueurs. Une fois déterminé le gain collectif qui
résulterait de D’entente de tous les joueurs, formant ce que I'on nomme la « grande
coalition », le probléme posé est de partager ce gain entre les joueurs. C’est la qu’intervient
I’introduction d’une norme dans la définition des concepts de solution.

Au premier rang des normes de partage équitable congues par les théoriciens des jeux
figure la valeur de Shapley. Cette solution propose une formule mathématique de
division/partage, fondée sur une évaluation économiquement équitable des contributions
respectives de chaque joueur au gain collectif de cette grande coalition (Shapley, 1953). La
valeur de Shapley a été appliquée a la résolution d’un tres grand nombre de problémes
concrets, concernant en particulier le partage d’un bien public ; depuis le partage des cofits
d’un aéroport jusqu’a l’allocation de 1’'usage des eaux entre pays riverains. La valeur de
Shapley a le mérite de relier étroitement la solution du jeu a une norme explicite de partage.
Elle ne permet pas, en revanche, d’expliquer selon quel mécanisme (mechanism design), elle
peut étre mise en ceuvre par les joueurs, ce que l'on nomme la question de son
implementation. Cette difficulté explique en partie pourquoi une majorit¢ des théoriciens des
jeux s’en est aujourd’hui un peu détournée pour résoudre notre probleme de norme de
partage.

Différents modeles de négociation ont néanmoins €t€ proposés pour rendre compte de
cette implementation de la valeur de Shapley. L’'un des plus intéressants, pour notre sujet, a
¢té mis en évidence dans le cadre d’un jeu de 'ultimatum répété entre une population de
joueurs. L’offreur qui joue en premier y est tiré au sort, il fait une proposition de partage aux
autres joueurs et il suffit qu’un seul des autres joueurs refuse sa proposition pour que cette
proposition soit abandonnée ; on tire au hasard si son auteur doit étre éliminé. C’est alors a
un second joueur, également tiré au sort, de formuler une autre proposition, soumise, a son
tour, dans les mémes conditions, au verdict des autres joueurs, et ainsi de suite... Au terme
de cette procédure itérative, il a ét¢ démontré que le jeu tend a converger sur une allocation
équitable et stable, qui correspond exactement a la valeur de Shapley (Hart et Mas-Collel,
1992, 2001 ; Moulin, 1995). A la norme d’équité contenue dans la valeur de Shapley peuvent



donc étre associées des régles cohérentes d’un partage négocié.

Ce mode¢le théorique n’a fait 'objet d’aucun test expérimental. Les seules données
empiriques dont nous disposons pour confronter son résultat a celui des jeux de partage sur
lesquels ont porté les expériences sont de nature statistique. Les releves statistiques effectués
par Camerer a partir d’un tres large €échantillon d’expériences de jeux de partage englobent la
plupart des aires culturelles du monde. Selon ses calculs, la médiane et le mode des offres
acceptées varient entre 40 et 50 % du montant total, la moyenne étant un peu inférieure, entre
30 et 40 % (Camerer, 2003). Une évaluation des bornes d’acceptabilité permet de préciser
encore les limites de cette solution. La norme de partage communément acceptée par les
joueurs serait ainsi assez voisine de celle déduite de la valeur de Shapley.

Il faut comprendre maintenant comment cette norme peut s’imposer aux joueurs au cours
du déroulement de ces jeux de partage et comment les régles comportementales auxquelles
elle peut étre associée sont susceptibles de contribuer et de soutenir sa mise en ceuvre. Pour y
parvenir nous ne sommes plus contraints de formuler une hypotheése a priori sur les
préférences des joueurs (aversion a I’iniquité). Le partage équitable version Shapley est ici un
résultat final accepté par les joueurs. Il peut donc se révéler éloigné de I’idée différente que
chaque joueur peut initialement se faire de cette équité. Il n’est pas davantage nécessaire
d’invoquer, chaque fois, des normes ad hoc pour le justifier.

Plusieurs résultats obtenus dans des travaux récents de neurosciences fournissent dé¢ja
quelques informations sur les mécanismes mentaux qui régulent ces regles de partage. Ils
nous mettent sur la voie de la réponse a notre question. Chaque joueur estimerait 1’action, ou
la réaction de I’autre, par rapport a une anticipation qu’il effectue, en référence a sa propre
norme d’équité (Chang et Sanfey, 2011). Ces normes personnelles d’équité, dont la
satisfaction et la violation sont génératrices d’émotions, sont, elles-mémes, modifi¢es par les
informations recueillies dans le cours du jeu. Certaines d’entre elles résultent des propositions
ou de la conduite de I’autre joueur avec lequel le joueur concerné se trouve en interaction. La
proposition émanant du joueur en premier est plus généreuse (ou moins geéneéreuse), par
rapport a la norme attendue du joueur en second. Le joueur en premier, sur la base de
I’anticipation de sa norme, ne s’attendait pas a un rejet de sa proposition par le joueur en
second, ou, au contraire, est surpris par son acceptation. D’autres informations sont
extérieures au jeu et proviennent de I’environnement, comme, par exemple, des photos du
joueur avec lequel on interagit.

Sur cette trame trés générale, un systéme de régulation des émotions, guidant les joueurs
vers une norme socialement acceptée par ’ensemble, a commencé a étre mis en évidence.
Une équipe de chercheurs s’est d’abord efforcé d’isoler le role de ces émotions en demandant
aux joueurs du jeu de 'ultimatum de réexaminer leurs réactions, a) en réactivant leur émotion



potentielle, et b) en supprimant autant qu’ils le pouvaient I’émotion qui leur était associée.
Ces recherches préparatoires ont ensuite permis de dégager les lignes directrices d’un
mécanisme progressif de régulation des émotions par ré-estimation successives des décisions.
En remontant et en abaissant ainsi I’estimation initiale des joueurs, qui dépend, comme on I’a
vu, de leurs normes personnelles, ce systtme modulerait leurs comportements autour d’une
norme d’équité socialement acceptée par le groupe. Les substrats neuronaux de ce systeme
ont été identifiés. Ils activent et désactivent, en particulier, plusieurs régions du gyrus frontal
et du cortex préfrontal médian, ainsi que certaines parties de I’insula. Son fonctionnement
révele ainsi que cette modulation fait intervenir une coordination entre des fonctions
proprement émotionnelles (insula) et des fonctions cognitives du cerveau (gyrus frontal
median) (Greccuci et al., 2013). Il reste encore a modéliser la dynamique de ce systéme.

Cette approche ressuscite, comme nous I’avons montré, une intuition féconde des jeux
coopératifs, selon laquelle on partage dans I’interaction ce que cette interaction permet de
produire et qui, pour cette raison est, d’'une certaine manicre, nécessairement commun aux
joueurs. Mais elle traite cette évidence comme une réalit¢ dynamique dont elle entreprend de
dégager les ressorts cérébraux.

R

L’autre question posée par les regles est de nature différente. On suppose, cette fois,
I’existence de regles explicites, c’est-a-dire formelles et publiques, comme le sont, par
exemple, les regles de droit. Mais il peut également s’agir de regles morales, d’origine laique
ou religieuse, voire de simples instructions codifiées. Confrontés a ces regles, les sujets
doivent répondre par des comportements adaptés aux situations concretes particulicres dans
lesquelles ils se trouvent placés. Cela implique, de leur part, une intelligence de ces regles et
une aptitude a les traduire par des comportements correspondant a la visée de ces regles, ce
qui peut s’averer délicat lorsque ces regles se révelent compatibles avec ’adoption de
plusieurs comportements différents, voire opposés.

Le probléme du trolley fou, qui a été discuté dans ce chapitre, en fournit une illustration
extréme. Certes, I'impératif moral de sauver la vie de cinq ouvriers au prix d’une autre vie
humaine ne prend pas tout a fait la forme d’une regle explicite. L’évidence de la norme
sociale et morale qui I’inspire permet néanmoins de 1’assimiler & une régle commune. Or,
comme I’a rappelé Pierre Livet, cette régle peut étre satisfaite au moyen d’un nombre tres
¢levé de scénarios qui correspondent a autant de comportements possibles de la part des
intervenants. D’ou D’apparition de nouveaux dilemmes a résoudre par le conducteur, sous
contrainte de temps. Ce genre de situations a donné lieu a une abondante littérature consacrée
précisément aux dilemmes moraux.

Signalons, en outre, que les régles abstraites formulées de maniere explicite doivent



encore, pour étre traduites en comportements conformes aux normes qui les inspirent, €tre
admises par les individus auxquelles elles s’adressent. Il est clair que certains sujets peuvent,
pour une série de raisons, les rejeter, plus ou moins explicitement, et méme les violer, en
adoptant des comportements antisociaux. [’examen de telles situations non seulement releve
du champ ¢tudie¢, mais les informations recueillies a leur sujet enrichissent la comprehension,
notamment en terme neuronal, de notre appréhension des regles explicites par les sujets.

On peut considérer, en premiere approximation, cette transcription pragmatique des
propriétés associées aux regles explicites comme une opération de métacognition. Pour éviter
le probléme logique que souléve son interprétation en forme de métaregles, Pierre Livet
préfére introduire ici une notion de « contrdle », qui n’exige pas des sujets de disposer d’une
représentation abstraite de second degré par rapport a la régle. Je préfére, pour ma part, parler
ici de « mode d’emploi » de la régle explicite. Par mode d’emploi il faut entendre ici une
forme de connaissance pratique, certes associée a la régle, mais qu’il revient au sujet en
situation de dégager de la régle en fonction des données dont il dispose sur I’environnement
ou se présente son application. C’est cette connaissance « mode d’emploi » qui guide le
« contrdle ». Elle doit, pour y parvenir, mobiliser différentes méthodes. Certaines d’entre
elles consistent simplement dans la recherche d’une correspondance termes a termes entre les
composantes de la régle et les données fournies par la perception de I’environnement.
D’autres introduisent des modalités plus ¢élaborées de classement des données de
I’environnement, en vue de faciliter leur confrontation a la régle. Leur nombre n’est pas
déterminé et ’on peut en construire de nouvelles, soit par combinaison, soit par
hiérarchisation des procédés utilisés. Le recours a ces méthodes peut, du reste, révéler, a cette
occasion, des faiblesses, voire des lacunes, de la régle elle-méme ; d’ou la possibilité, dans
certains cas, de retour sur la régle.

L’appréhension, le traitement et la mémorisation de ces « modes d’emploi », des regles et
les méthodes mises en ceuvre par le cerveau font intervenir différentes régions cérébrales
reliées entre elles selon des modalités complexes. Les neurosciences sociales commencent
seulement a les ¢tudier. Les quelques travaux qui leur sont consacrés fournissent de
premieres informations a leur sujet. Ces études ne révelent rien de trés nouveau quant aux
zones activées (parties latérales du cortex frontal et du cortex préfrontal, nucleus caudatus,
striatum...). Elles nous informent, en revanche, sur plusieurs particularités de la dynamique
de leur coordination. Il semblerait ainsi que 1’on puisse distinguer, d’une part, une activation
simultanée des parties latérales des cortex frontaux et préfrontaux et, d’autre part, I’activation
du noyau caudé¢ ; chacun des deux meécanismes pouvant étre rapproché de méthodes
différentes, dans le mode d’emploi utilisé pour mettre en ceuvre la regle (Ruge et al., 2010).
En outre, une dynamique d’activation réciproque du cortex frontal et du striatum pourrait étre
a Porigine des différents niveaux rapidement explorés par le cerveau en quéte d’applications



de la regle. Cette aptitude cérébrale serait peut-étre a rapprocher de D’architecture rostro-
caudale du cortex frontal des humains (Badre ef al., 2010). Il reste encore a explorer les voies
par lesquelles ce systéme du cortex frontal élaboré hiérarchiquement communique avec le
systtme émotionnel de ganglions basal au cours des séquences de renforcement qui
concourent a I’appropriation de la régle.

D’autres informations, plus indirectes, fournies par des simulations réalisées sur des
cerveaux artificiels (« réseaux neuronaux ») mettent, de leur coté, en ¢évidence le
fonctionnement de procédés dynamiques permettant de passer d’une régle a une autre
(Maniadakis et al., 2009) .

Une question différente relative a la transformation de régles abstraites en instructions
comportementales concrétes concerne le rdle exact joué par les mécanismes d’essais et
d’erreurs dans cette transmission. Une majorit¢ d’études, d’inspiration évolutionniste, a eu
tendance a éclipser le travail accompli en amont par le cerveau, avant que ne s’enclenchent
ces processus d’essais et d’erreurs. Plusieurs expériences ont été effectuées portant sur la
traduction comportementale de régles abstraites présentées aux sujets sous la forme de
nouvelles instructions, sans phase préalable d’essais et d’erreurs. Elles ont mis en évidence
I’activation d’un systéme dynamique complexe, allant des zones antérieures aux zones
postérieures du cortex prémoteur, dans un laps de temps trés bref (Ruge et Wolfensteller,
2010). La présentation d’une régle nouvelle enclencherait donc un travail cognitif antérieur a
toute mise a I’épreuve dans 1’environnement considéré. A coté du mécanisme classique par
essais et erreurs, l’apprentissage de nouvelles régles pourrait également mobiliser une
mémoire procédurale stockée dans le cortex latéral préfrontal qui fonctionnerait
indépendamment des informations fournies par I’environnement (Ruge et al., 2013).

On objectera peut-&tre que les expériences et les simulations qui ont €t€¢ rapportées ici
concernent ’appréhension de regles, certes explicites, mais sans portées sociales ou morales
particulieres. Comme toujours avec les neurosciences, les travaux portent d’abord sur les
opérations les plus élémentaires de la catégorie ¢tudice. Ces résultats, s’ils sont confirmés,
peuvent ensuite étre prolongeés et e¢tendus a des opérations plus compliquées qui intéressent
davantage les économistes et les chercheurs en sciences sociales. Mais ce qui a ét¢é mis en
¢vidence a l’occasion de D’appréhension de ces « regles/instructions » concernant leur
traduction en comportements suggere une hypothése qui intéresse également les regles
dérivées d’une norme morale. Les modalités du travail cérébral mises en évidence dans ces
expériences devraient se trouver facilitées par la référence de ces régles a une norme morale,
ou tout au moins sociale. En renvoyant explicitement a une norme, de nature nécessairement
abstraite, comme la justice ou I’équite, la portée de la regle correspondante gagne en niveau
d’abstraction, ce qui accroit, selon notre interprétation, 1’étendue de sa metacognition. De
plus, le caractere explicite et public de cette norme morale intégrée dans la régle tend, chez les



sujets, a leur faire inclure les autres et leur connaissance de cette norme dans cette hiérarchie
par niveaux, selon laquelle s’organise prioritairement ici leur propre connaissance de la régle.
Si ’on adopte I’'interprétation de la métacognition développée par Joé€lle Proust il n’est pas
nécessaire que les sujets disposent d’une représentation logique de ces différents niveaux
pour que la norme morale, présente dans la régle, ¢largisse son épaisseur cognitive. Tout cela
reste évidemment a étayer sur la base de nouvelles expériences et de nouvelles investigations
du fonctionnement du cerveau.

Ce chapitre réserve un traitement particulier a la notion de contr6le, en relation avec la
dimension sociale que revétent les regles explicites. Si, comme cela a été¢ développé, les regles
explicites favorisent différents modes de controle, ’acceptation de ces régles et leur mise en
ccuvre par les sujets requierent également, de leur part, une forme d’autocontrole. Nous
avons montré la complexité des tiches mentales qui permettent les transformations de ces
regles abstraites en comportements concrets. Leur organisation et ’ordre de leur déroulement
sont, en effet, soumis a des protocoles tres précis. Plusieurs expériences ont montré que le
rejet de ces regles, pouvant aller jusqu’a la violation des normes qui les inspirent, est a
rapprocher de différents déficits dans 1’autocontrdle de ces opérations observés chez leurs
auteurs (Gaillot ef al., 2012). Ces déficits peuvent, dans certains cas, prendre des formes
pathologiques. Mais le principal apport de ces travaux, dans la perspective de notre enquéte
sur les interactions, est de montrer que le succes des formes de contrdle social exercé sur les
individus par les regles explicites dépend aussi du contréle que les individus sont capables
d’exercer sur eux-mémes. En controlant I’'usage des reégles, le sujet se les approprie, mais cette
appropriation exerce, a son tour, un controle sur lui-méme.

1. Qui est pour Jeannerod un critére central d’une action (cf. Frith, 2013).
2. Cf. Chang (2013) et Irwin (2013).

3. Sperber part cependant de présupposés différents de ceux de Proust, puisqu’il donne priorité aux représentations, et congoit la métacognition
en termes de métareprésentations (Sperber, 1996).

4. Par ailleurs, les localisations des activités cérébrales déclenchées par des situations de souffrance et des jugements condamnant une mauvaise
action se modifient avec I’age (Decety, 2013).

5. C’est surtout quand on leur fait subir un petit choc d’essai avant de leur demander leurs anticipations — et qu’ils voient que ce choc est faible —
qu’ils anticipent leur comportement effectif. Ce qui confirme notre conviction de la prédominance des effets différentiels.

6. Parfit (1986), Reasons and Persons, Oxford, Oxford University Press.

7. Avram (2013). Cependant les zones liées a la représentation des intentions d’autrui (7heory of Mind) sont davantage activées dans les
jugements moraux.

8. S’il ne s’agit pas d’un utilitarisme des actes.

9. Christensen et Gomila (2012) font une revue de ces dilemmes moraux et des travaux d’imagerie cérébrale en déplorant que leurs différents
protocoles les rendent difficiles a comparer.

10. Par exemple dans S. Atran Ara Norenzayan (2004), « Religions’ evolutionary landscape : Counterintuition, commitment, compassion,
communion », Behavioral and Brain Sciences, 27 ; ou encore Willard, Norenzayan (2013).

11. Norenzayan (2012) voit une source de passage a I'incroyance dans la difficulté & imaginer les capacités des dieux, combinée a une culture
qui passe au crible ces capacités, comme dans un mode d’existence moins soumis a I'insécurité (donc mieux controlé).

12. Ce qui ne veut pas dire transmises a tous, puisque le cceur des mysteres religieux est souvent d’un acces restreint aux seuls initiés.

13. Ainsi, la géométrie euclidienne devient un cas particulier parmi d’autres géométries.



14. La neuroéconomic a I’avantage de s’interroger sur le lien entre nos évaluations sociales ordinaires et nos évaluations en termes
économiques. Ainsi Lebreton et al. (2009) se sont demandé quels étaient les liens entre évaluations subjectives (les préférences des sujets, en
termes économiques) et leurs évaluations marchandes. Leurs résultats plaident pour un systéme cérébral d’évaluation commun, dans lequel les
évaluations subjectives ou préférences interviendraient en premier.

15. Pour une vue d’ensemble des questions posées par les normes, voir Sciences et sociétés. Les normes en question, Paris, IHEST/Acte
Sud, « Questions vivres », 2014,

16. Bicchieri a raison de préciser que ce n’est pas la coordination qui est & I'origine de I’émergence de ces normes sociales. Cependant de
nombreuses situations de jeux, relevant a premiére vue de sa catégorie des intéréts mixtes, ne sont pas solubles par la seule transformation de
normes sociales en régles de coordination. On songe ici aux jeux politiques, pour lesquels des théorémes économiques comme ceux dits
d’impossibilité constituent une impasse pour I’application de la solution de Bicchieri. Si, en effet, ces normes sociales préexistent a leur usage a des
fins de coordination, comme le soutient Bicchieri, encore faut-il que de telles normes puissent exister au sein de populations d’individus culturellement
disparates. On retrouve ici un probléme évoqué dans ce chapitre par Pierre Livet, a propos des normes issues de croyances religieuses La
signification exacte donnée par Bicchieri a ces jeux d’intéréts mixtes mériterait du reste d’€tre précisée. Refletent-ils des dilemmes liés au collectil
(chaque joueur a des intéréts différents, et méme des valeurs différentes des autres), des dilemmes intrapersonnels (il existe en chaque joueur des
mtéréts différents et des valeurs différentes), ou des deux a la fois ?

17. De 2005 a 2010, les défenseurs de ces deux approches des normes de partage ont multipli€¢ leurs critiques réciproques dans un débat
méthodologique peu intelligible. L’essentiel de leurs arguments est, en effet, tiré de leurs deux interprétations divergentes, mais également possibles,
des résultats expérimentaux du jeu de I'ultimatum (Fehr et Schmidt, 2005 ; Binmore et Shaked, 2010 ; Fehr et Schmidt, 2010).

18. Pour y parvenir ces chercheurs de la dynamique de la cognition ont utilisé un robot configuré a partir d’un modele de réseaux neuronaux de
type CTRNN. Les résultats qu’ils ont ainsi obtenus valident I'intérét d’appréhender par une dynamique des systémes les mécanismes d
métacognition qui interviennent dans les opérations de changements de regles. Leur application au fonctionnement des cerveaux humains dépend
toutefois du degré de réalisme de I’architecture des réseaux neuronaux artificiels utilisés. On renverra sur ce point a la discussion méthodologique
développée a la fin du chapitre 4.
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