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  PREFACE


  When I completed my previous book, Synaptic Self, which was published in 2002, I wasn’t certain I wanted to write another book for a general audience. I had gotten the idea that the way to really have an impact on the field was to write a textbook in my particular area, behavioral and cognitive neuroscience. My agents, John Brockman and Katinka Matson, urged me not to, as did my editor at Viking, Rick Kot, each of them warning me that I would regret it as a publishing experience. After struggling with the project for almost a decade, I had to admit that they were correct. I discovered that the textbook format was far too restrictive—it had to be fresh and innovative . . . so long as it was just like every other competing book. After each chapter was reviewed by a number of teachers from a mix of universities, colleges, and junior colleges around the country, I began to feel little connection to the edited text that was resulting and concluded that my role was more to be a name on the cover than to actually drive the content.


  A few years ago I ran into Rick at a reading by our friend Rosanne Cash, who wrote Composed under his editorship, and he asked with a wry smile, “How’s that textbook going? I’ve been waiting for you to bail out of that and do another book with me.” I was thrilled that he was still interested in working with me, and I negotiated, with some help from Eric Rayman, my way out of the textbook and prepared a new proposal for Katinka. Anxious was the result. Rick loved the idea, and so here we are.


  Anxious is different from my other books. While The Emotional Brain and Synaptic Self can be thought of as a series of connected essays that hang together around a single theme, in Anxious each successive chapter builds on the previous ones to argue for a new view of emotion, especially the emotions fear and anxiety. Although the book is called Anxious, fear and anxiety are complexly entwined, and must be understood both separately and together.


  As an overview, here are the key points that Anxious addresses. First, the science of emotion, and especially the science of fear and anxiety, now finds itself at an impasse, dictated by the way we discuss emotions in relation to the brain. For example, researchers use words like “fear” to describe the brain mechanisms that cause rats to freeze when in danger, and also to describe the conscious feeling that humans experience if they think that they will be seriously harmed physically or psychologically. The general idea is that a fear circuit in the brain is responsible for the feeling of fear, and when it is activated, whether in a rat or a human, the feeling of fear occurs, along with responses characteristic of fear (such as freezing, facial expressions, changes in body physiology). The feeling of fear is often said to mediate between the threatening event and those responses. Because these circuits are conserved throughout mammals, including humans, we can study human fear by measuring freezing in rats. The key circuits crucially involve the amygdala, which is generally described as the seat of fear in the brain.


  In fact, most of what I have just described is wrong. Because my work and writings are in part responsible for these misconceptions, I feel some responsibility to try to straighten out the story before it goes further off track. One of the main goals of this book is to provide a new view of fear and anxiety, one that more accurately distinguishes what we can learn from animals from what we can best learn from humans, and what fear itself really refers to in the context of the human brain.


  Don’t get me wrong: I am not arguing that we have to study brain mechanisms related to emotions exclusively in humans. There is much we have learned, and can continue to learn, and can, in fact, only learn, from animal research. But we do need a rigorous conceptual framework for understanding what the animal work does and does not mean for understanding the human brain. I offer my view of such a framework, which I think provides a new perspective on fear and anxiety, and the disorders related to these states.


  The suggestions I make in this book concern in part the words we use to describe certain phenomena, but my argument is not simply about semantics. Words have extended meanings that imply a great deal. For example, some researchers who study fear in rats by measuring freezing behavior say that they are not studying what most people think of as fear, but rather some nonsubjective physiological state that they call fear. While this scientific redefinition of fear makes it more tractable as a research problem, it has three disadvantages. First, using fear in a nonconventional way to describe a physiological state that connects threats with responses often leads researchers to write and talk about this state as if it was referring to the conscious feeling of fear. Second, even when the researchers adhere to that definition, everyone thinks that they are actually studying the feeling of fear. And third, we in fact do need to understand the feeling of fear, and ignoring it is not the solution.


  As scientists we have an obligation to be precise in how we describe our research. This is especially important when the work is being used to conceptualize human problems—in this case, fear and anxiety disorders—and develop treatments for them. But because conscious feelings of fear and anxiety arise from circuits in the brain that differ from the circuits that control the expression of defensive behaviors like freezing, and are likely vulnerable to different factors, they need to be understood separately. Certainly the circuits that control defense responses and give rise to feelings of fear interact, but this does not mean that they are the same.


  Failure to make such distinctions accounts for poor outcomes of studies that have attempted to develop new pharmacological treatments for fear and anxiety in animals, as the studies assess the effects of drugs on behavioral responses but then expect the drugs to actually make people feel less fearful or anxious. We have long known that there is discordance in how treatments affect the way people feel when threatened as opposed to the behavioral and physiological responses they express in such situations.


  One of the key issues to point out is that people can be shown pictures of threats in such a way that they are not conscious of the stimulus, and have no conscious feeling of fear. But their amygdala is activated by the threat, and bodily responses, such as changes in perspiration, heart rate, or pupil size occur, showing that the detection and response to threat is independent of conscious awareness. If we don’t need conscious experience to control responses to threats in humans we should be cautious about concluding that conscious states cause rats to respond to threats. I am not saying that rats or other animals lack consciousness. All I am saying is that we should not simply assume that because they may respond the way we do when threatened they feel what we do. The problem is that scientific studies of animal consciousness are not easily performed.


  Implied above is that fear and anxiety are conscious feelings. As such, we need to understand consciousness in order to understand fear and anxiety. Several chapters of Anxious are devoted to giving a progress report on the current state of our understanding of consciousness in neuroscience, psychology, and philosophy (at least from my perspective). Included is the controversial topic of animal consciousness, which, as I just mentioned, is extremely difficult to study scientifically. I suggest guidelines about how we might be more scientific in our approach to this subject.


  My view of consciousness dates back to my graduate work on split-brain patients, which I conducted with my mentor, Michael Gazzaniga, at SUNY Stony Brook. We concluded that one important role of consciousness is to make sense of our complex brains. Much of what our brain does, it achieves nonconsciously. Our conscious minds then construct an explanation of what we experience. In this sense, consciousness is a self-narrative built from bits and pieces of information we have direct conscious access to (perceptions and memories) and also from the observable or “monitorable” consequences of nonconscious processes. Emotions are, as some now say, cognitive or psychological constructions.


  Finally, I discuss issues related to therapy. One key argument I make is that contrary to popular opinion, the behavioral procedure called extinction is not the main process at work in exposure therapy. Extinction plays a role, but exposure therapy actually involves many more mechanisms, and it is possible they actually interfere with the ability to extinguish. Another principle I challenge is that avoidance is always a bad thing for people with anxiety, for I believe that a form of proactive avoidance can be very useful. These and a number of other ideas for improving psychotherapy come directly from animal research. The key is to know what we can and can’t learn from animals, and to not conflate the two.


  I have dedicated this book to the many graduate students, postdoctoral, and technical researchers in my lab over the years who have contributed to the work with which I have been credited, for they deserve as much credit as I, and in some cases more. In alphabetical order they are:


  Prin Amorapanth, John Apergis-Schoute, Annemieke Apergis-Schoute, Jorge Armony, Elizabeth Bauer, Hugh Tad Blair, Fabio Bordi, Nesha Burghardt, David Bush, Christopher Cain, Vincent Campese, Fernando Canadas-Perez, Diana Cardona-Mena, William Chang, June-Seek Choi, Piera Cicchetti, M. Christine Clugnet, Keith Corodimas, Kiriana Cowansage, Catarina Cunha, Jacek Debiec, Lorenzo Diaz-Mataix, Neot Doron, Valerie Doyere, Sevil Durvaci, Jeffrey Erlich, Claudia Farb, Ann Fink, Rosemary Gonzaga, Yiran Gu, Nikita Gupta, Hiroki Hamanaka, Mian Hou, Koichi Isogawa, Jiro Iwata, Joshua Johansen, O. Luke Johnson, JoAnna Klein, Kevin LaBar, Raphael Lamprecht, Enrique Lanuza, Gabriel Lazaro-Munoz, Stephanie Lazzaro, XingFang Li, Tamas Madarasz, Raquel Martinez, Kate Melia, Marta Moita, Marie Monfils, Maria Morgan, Justin Moscarello, Jeff Muller, Karim Nader, Paco Olucha, Linnaea Ostroff, Elizabeth Phelps, Russell Philips, Joseph Pick, Gregory Quirk, Franchesa Ramirez, J. Christopher Repa, Sarina Rodrigues, Michael Rogan, Liz Romanski, Svetlana Rosis, Akira Sakaguchi, Glenn Schafe, Hillary Schiff, Daniela Schiller, Robert Sears, Torfi Sigurdsson, Francisco Sotres-Bayon, Peter Sparks, Ruth Stornetta, G. Elizabeth Stutzmann, Gregory Sullivan, Marc Weisskopf, Mattis Wigestrand, Ann Wilensky, Walter Woodson, Andrew Xagoraris. Also included are Elizabeth Phelps, my long-standing collaborator, and her team at NYU, as they have done human versions of our rodent studies and verified that our findings apply to people.


  For assistance with the ancient roots of the modern word “anxiety,” I am grateful to my son, Milo LeDoux, who was trained in classics at the University of Oxford, and is now a student at the University of Virginia School of Law, and Peter Meineck, clinical associate professor of classics at NYU and founder of the Aquila Theatre. The cognitive therapist Stefan Hofmann of Boston University helped me tremendously by providing key papers for me to read to help me better understand cognitive therapy and its relation to extinction. Isaac Galatzer-Levy, a colleague from the NYU Langone Medical Center Department of Psychiatry, read several chapters and made helpful comments.


  I am also grateful to my illustrator, Robert Lee, for his patience in working through my various incomplete and sometimes incoherent rough drafts of the art.


  Special thanks to William Chang, my longtime assistant, who has suffered graciously through many writing projects, and without whom completion of this project would have been far more onerous a task.


  I have been continuously funded by the National Institute of Mental Health since 1986, and much of the research discussed here was made possible by its support. Recently, I have also been supported by the National Institute of Drug Abuse. In the past I have also received funding from the National Science Foundation. I am grateful to Robert Kanter and Jennifer Brour for their support.


  In 1989 I joined the faculty of Arts and Sciences at NYU, where I have been a member of the Center for Neural Science and Department of Psychology. In recent years I have received appointments in psychiatry and in child and adolescent psychiatry at NYU Langone Medical School. NYU has been a loyal and generous friend to me and my research.


  In 1997, through a collaboration between NYU and New York State, I was appointed as director of the Emotional Brain Institute. This is a multisite program with laboratories at NYU and at the Nathan Kline Institute for Psychiatric Research. Through support of this program by NYU and New York State we hope to make new gains in understanding fear and anxiety. Some of the studies described in this book have been conducted in this context.


  John Brockman, Katinka Matson, and everyone at Brockman Inc. are incredible agents. I am grateful for all they have done for me over the years, starting with The Emotional Brain.


  At Viking, I can’t lavish enough praise on Rick Kot. He was the editor of Synaptic Self as well, and I hope of future books that may be lurking deep down in the synaptic recesses of my brain. Rick’s assistant, Diego Núñez, has been terrific in helping navigate the end-of-book steps.


  I want to express my love and thanks to my brilliant and beautiful wife, Nancy Princenthal. Nancy and I were engaged in major book projects at the same time, both headed toward publication in the spring/summer of 2015. In spite of special challenges that she faced in completing her biography of the late artist Agnes Martin, she was a friend, companion, critic, and editor when each role was needed.


  How did the title Anxious finally come about? In 2009 my band, The Amygdaloids, released an album titled Theory of My Mind on the Knock Out Noise label, on which Rosanne Cash sang two songs with me. One of the pieces that we recorded that didn’t make it onto the album was called “Anxious.” I always liked the song, and had been thinking of releasing it separately. That’s when the idea that the book should be called Anxious hit me. And it didn’t take long to make the next mental leap: Why not release both Anxious the book and Anxious the CD simultaneously, since my songs are related to the themes in the book? To obtain a free download of songs from Anxious (the CD) by The Amygdaloids, please go to The Amygdaloids’ website (www.amygdaloids.com), where you will see instructions on how to download the songs. This offer expires on January 14, 2017. If any problems arise, email amygdaloids.anxiousdownload@gmail.com with the subject “Anxious CD Download.”


  Enjoy the book, and the music.
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  CHAPTER 1


  THE TANGLED WEB OF ANXIETY AND FEAR


  “He who fears he shall suffer already suffers what he fears.”


  —MICHEL DE MONTAIGNE1


  “While I was fearing it, it came, but came with less of fear. . . .


  ’Tis harder knowing it is due, than knowing it is here.”


  —EMILY DICKINSON2


  Anxiety is a normal part of life—there’s always something to worry about, dread, fret over, or be stressed by. But we aren’t all anxious to the same degree. Some people are “nervous Nellies” and worry about everything; others are “cool as a cucumber” and seem to just take it all in stride.


  My mother was a worrier. Not in the extreme, but she could be preoccupied and fidgety and sometimes complained about sleepless nights. She had a good reason to be this way. My father was more or less carefree, the kind of guy who could put the day behind him and fall asleep within minutes of his head hitting the pillow. If she didn’t worry, their business, a mom-and-pop store, could not have thrived. She kept everything together, both at work and at home. And while loving and kind, she also sometimes suffered under the pressures of keeping all the balls in the air on a daily basis. My own temperament lies somewhere between theirs, and when I feel the stress of daily life pulling me toward anxiety and worry, I try to channel a bit of my father’s disposition to balance things out. But it’s a temporary measure, as I tend to revert to who I am, to my own level of anxiety, quite quickly.


  Not surprisingly, one’s general level of anxiety is a fairly stable personality trait,3 a significant component of temperament.4 We vary from our personal hot spot from time to time, but we always return to our resting place. It’s as if “conservation of anxiety” is a law of human nature.


  What makes us each have his or her own individual anxiety level? In part, it is because we each experience and respond to the world differently. Anxiety is very subjective: What’s really stressful to one person may hardly matter to another. It’s not as simple a matter as just having the ability to let the small stuff slide. People who are dispositionally anxious see more things as stressful than less anxious people; for the more anxious, fewer experiences fall in the “small stuff” category.


  But simply stating that we are each different only begs the question: What is it that makes us each psychologically distinct? The answer, of course, is that we each have a one-of-a-kind brain. As I explained in Synaptic Self,5 while all human brains are similar in overall structure and function, they are wired differently in subtle, microscopic ways that make us individuals. These differences come about both because of the unique combination of genes we get from our two parents and because of the experiences we have as we go through life. Nature and nurture are partners in shaping who we are, and that partnership is played out in each of our brains.


  ANXIETY: ANCIENT YET NEW6


  The English word “anxiety” and its European equivalents (e.g., angoisse in French, angoscia in Italian, angustia in Spanish, Angst in German, and angst in Danish) come from the Latin anxietas, which, in turn, has roots in the ancient Greek angh.7 Although angh was sometimes used by the Greeks to mean burdened or troubled (i.e., anguished), it was primarily employed in reference to physical sensations, such as tightness, constriction, or discomfort. For instance, the word “angina,” a medical condition in which chest pains occur in relation to heart disease, comes from angh.8


  Literary and religious writings and works of art over the ages reveal that people have always recognized the mental state we commonly refer to as anxiety today, even though they did not typically label it using angh or its linguistic descendants.9 For example, the famous Greek sculpture Laocoön and His Sons, shown in Figure 1.1, illustrates anxiety (anguish, worry, and/or dread) in faces of Laocoön and his offspring, who are entwined with and are being bitten by snakes as punishment by the gods for having attempted to expose the ruse of the Trojan horse.10 Ares, the Greek god of war, had two sons, Phobos (the god of fear) and Deimos (the god of dread), who accompanied him into battle to spread their namesake emotions.11 In the New Testament, the reader is told in Matthew 6:27, “You cannot add any time to your life by worrying about it.” The philosopher and theologian Thomas Aquinas noted in the thirteenth century, “When a man dreads the punishment which confronts him for his sin and no longer loves the friendship of God which he has lost, his fear is born of pride, not of humility.”12 Indeed, in the Christian world, anxiety was often connected with sin and redemption.13 In the 1800s, for example, Søren Kierkegaard, who at the time was a little-known Danish theologian and philosopher, conceived of anxiety as the key to human existence: a sense of dread over our freedom to choose. It began, Kierkegaard said, when Adam struggled between Eve’s apple and God, and remains a factor in every choice that humans make.14


  [image: Images]


  Figure 1.1: The Anguish of Laocoön and His Sons.


  In spite of its long history, however, the word “anxiety” was not primarily thought of as a troubled, worried state of mind and a source of psychopathology until the early twentieth century. This transformation began when Sigmund Freud made anxiety the centerpiece of his psychoanalytic theory of mental disorders.15 Earlier psychopathologists such as Emil Kraepelin16 had formulated ideas about anxiety, but it was Freud who introduced the concept of pathological anxiety to the world at large.17


  According to Freud, anxiety is the root of most if not all mental maladies18 and central to any understanding of the human mind: “There is no question that the problem of anxiety is . . . a riddle whose solution would be bound to throw a flood of light on our whole mental existence.”19 He saw anxiety as a natural and useful state but also a common feature in mental problems that plague people in everyday life. Ever since, anxiety has been viewed as a state of mind characterized by worry, dread, anguish, and apprehension.


  Anxiety was, for Freud, first and foremost “something felt,” a special “character of unpleasure.”20 Like the Greeks, he made a point of distinguishing Angst (anxiety) from Furcht (fear). Anxiety, Freud said, relates to the state itself, and disregards the object that elicits it, whereas fear draws attention precisely to the object.21 Specifically, Freud noted that anxiety describes a state of expecting danger or preparing for it, and of dreading it, even though the actual source of harm may be unknown; fear, however, requires a definite object of which to be afraid.22 He also distinguished between primary anxiety, which has an immediate object (essentially fear), and signal anxiety, which is objectless and involves a more diffuse or uncertain feeling that harm may come in the future (essentially anxiety).


  In Freud’s view anxiety is born out of a need to keep impulses based on stressful thoughts and memories, mostly about childhood, out of consciousness. Through the defense mechanism of repression, these impulses are hidden in the unconscious mind. When repression fails, the troubling impulses reach consciousness, and neurotic anxiety results. The impulses then need to be repressed again or “satiated” through neurotic “enactments” to relieve anxiety. The goal of Freud’s psychoanalytic method was to bring the cause of the neurotic anxiety, or what came to be called anxiety neurosis, into consciousness and eliminate its clandestine, subversive power.


  Existential philosophers such as Martin Heidegger23 and Jean-Paul Sartre24 offered a different view of mental life, and especially anxiety, one centered on consciousness.25 Sartre, for example, rejected Freud’s emphasis on the pathological and unconscious aspects of mind. He famously said, “l’existence précède l’essence” (existence precedes essence), by which he meant that we create ourselves by the conscious choices we make.


  The existentialists viewed anxiety as an integral part of human nature, rather than a disorder. In this they were greatly influenced by the writings of Kierkegaard. In The Concept of Anxiety, published in 1844, before Freud was born, Kierkegaard made a distinction between fear, which has a specific object (similar to Freud’s Furcht, or primary anxiety), and anxiety, a kind of unfocused, objectless, future-oriented fear (comparable to Freud’s Angst and signal anxiety but with much less emphasis on pathology and a greater focus on consciousness).26 Because of its lack of an objective focus, Kierkegaard argued that anxiety (dread) was caused by “nothingness”: the despair that comes from the realization that we are not grounded in the world and are defined only by the practices in which we engage. It is through choice that we prevent the return to nothingness.27 Kierkegaard became well known only after the existentialists adopted him, and Freud apparently was not aware of his writings when developing psychoanalytic theory.28


  Kierkegaard believed that experiencing anxiety was essential for a successful life, for without it one could not advance. As he noted, “Whoever is educated by anxiety is educated by possibility.”29 The well-adjusted person faces anxiety and moves ahead.30 His emphasis on the importance of anxiety to success is borne out by research showing that there is an optimal relation between cognition and anxiety in performing life’s tasks; with too little anxiety, one is not motivated, but with too much, impairments result.31 As pointed out by leading anxiety researcher David Barlow, without anxiety, “[t]he performance of athletes, entertainers, executives, artisans, and students would suffer; creativity would diminish; crops might not be planted. And we would all achieve that idyllic state long sought after in our fast-paced society of whiling away our lives under a shade tree. This would be as deadly for the species as nuclear war.”32


  Therapies arose from both the Freudian and existentialist camps but with different goals. Freud’s psychoanalysis sought to rid the person of unconscious psychic conflict caused by past experiences; he viewed the analyst as an archeologist digging through layers to uncover the past. Existential therapy viewed anxiety and other sources of inner strife as a condition of human life that is best coped with by using our freedom to make choices about our actions as we go forward in life. Mainstream psychiatry today is biologically oriented and in this sense more aligned with Freud’s view that anxiety can become a pathological condition for which treatment is required to heal the troubled brain. Yet, while contemporary biological psychiatry recognizes the importance of Freud’s seminal contributions,33 it is divorced from his psychoanalytic theory.34


  The popularity of both Freud and Sartre helped make anxiety a cultural byword in the United States following World War II35 (Figure 1.2). In 1947 the poet W. H. Auden published a book-length poem called The Age of Anxiety.36 Although the piece itself was complex and difficult and said to have actually seldom been read,37 its title had a tremendous impact. The composer Leonard Bernstein almost immediately produced a symphony with the same name.38 The phrase “age of anxiety” has since been used to characterize everything perilous about the modern world39 and has appeared in the titles of many books, paired with subjects as diverse as science, motherhood, “the transforming vision of Saint Francis,” and “mindblowing sex.” In 1956 Mad magazine celebrated anxiety by putting a cartoon character, Alfred E. Neuman, and his motto, “What? Me worry?” on the cover. In film, Freud’s view of anxiety was a popular theme for Alfred Hitchcock, figuring prominently in Spellbound (1945), Stage Fright (1950), and Vertigo (1958). In the 1960s Woody Allen made anxiety his signature foible, the centrifugal force of his cinematic humor. Mel Brooks capitalized on the cultural fascination with anxiety, spoofing Hitchcock’s Vertigo and its Freudian themes in High Anxiety (1977). The Rolling Stones’ 1966 hit “Mother’s Little Helper” was about British housewives getting through the day on Valium (a highly prescribed antianxiety drug at the time). The use of drugs to control anxiety also played a key role in Valley of the Dolls, Jacqueline Susann’s popular novel that was made into an equally popular film. (“Dolls” was Susann’s nickname for the pills abused by the characters.) In Alan J. Pakula’s film Starting Over (1979), when the main character has a panic attack in Bloomingdale’s, his brother pleads with the other customers for a Valium; everyone in the area pulls out a pill bottle.40 The psychoanalyst Rollo May, who earlier helped fuse Freud and Kierkegaard in psychiatry,41 proclaimed in 1977 that “[a]nxiety has certainly come out of the dimness of the professional office into the bright light of the market place.”42 Simply entering the word “anxiety” into a Google search returns more than 42 million hits.
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  Figure 1.2: Anxiety in Popular Culture of the Mid-Twentieth Century.


  (Clockwise, from upper left) W. H. Auden’s 1947 poem, The Age of Anxiety; Leonard Bernstein’s 1947–1949 Symphony, The Age of Anxiety; the cover of Mad magazine from 1956, introducing Alfred E. Neuman’s trademark expression, “What? Me worry?”; and advertisements for the 1967 film Valley of the Dolls, the 1977 film High Anxiety, and the 1958 film Vertigo. (Center) The Rolling Stones’ 1966 45 rpm hit, “Mother’s Little Helper.”


  FROM FEAR TO ANXIETY AND BACK AGAIN


  Scientists and mental health professionals today are greatly influenced in their views of fear and anxiety by both Freud and Kierkegaard, who each regarded fear and anxiety as perfectly normal, yet unpleasant, feelings. In fear, as we have seen, the focus is on a specific external threat, one that is present or imminent, whereas in anxiety the threat is typically less identifiable and its occurrence less predictable—it is more internal, and in the mind more of an expectation than a fact, and can also be an imagined possibility with a low likelihood of ever occurring.43 Tables 1.1 and 1.2 summarize common similarities and differences between fear and anxiety.


  A simple analysis of the English language suggests that the words “fear” and “anxiety” can describe a range of emotions (Figure 1.3). We’ve seen some of these above: fear, panic, terror, anxiety, anguish, dread, worry. There are actually more than three dozen English words that are either synonyms, variants, or aspects of “fear” and “anxiety.”44 Some of these are shown in Figure 1.4.


  Words usually exist because they account for something important in the lives of the people who use them—Inuit, as is well known, have many words for snow. Fear and anxiety, it would seem, are significant to us. Indeed, each generation since Auden’s time has claimed a special relation to anxiety, insisting that it is more anxious than the last.45


  How are we to deal with the semantic complexity of these terms and the implications of linguistic imprecision for our understanding of the underlying mechanisms of fear and anxiety? Some emotion researchers treat all (or at least many) of the terms as measures of intensity of varying degrees of fear: On the low end are concerned, nervous, jittery, apprehensive, and worried, with threatened, scared, and frightened in the middle, and panicked and terrified at the other end.46 Another approach retains the centrality of fear and anxiety as categories of aversive experience and identifies specific members of these two families. Frightened, panicked, scared, and terrified are viewed as states that have an objective cause and an imminent consequence and thus are considered forms of fear, whereas anguish, worry, dread, nervousness, concern, trepidation, and troubled are viewed as variants of anxiety because the source, or cause, is more amorphous and the consequences less certain.


  
    
      
        	
          Table 1.1: Similarities Between Fear and Anxiety

        
      


      
        	
          Presence or anticipation of danger or discomfort

        
      


      
        	
          Tense apprehensiveness and uneasiness

        
      


      
        	
          Elevated arousal

        
      


      
        	
          Negative affect

        
      


      
        	
          Accompanied by bodily sensations

        
      

    
  


  Based on Table 1.1 in Rachman (2004)


  
    
      
        	
          Table 1.2: Differences Between Fear and Anxiety

        
      


      
        	
          

        

        	
          FEAR

        

        	
          ANXIETY

        
      


      
        	
          Threat is present and identifiable

        

        	
          yes

        

        	
          no

        
      


      
        	
          Evoked by specific cues

        

        	
          yes

        

        	
          no

        
      


      
        	
          Connection to threat is reasonable

        

        	
          yes

        

        	
          no

        
      


      
        	
          Usually episodic (specific onset and offset)

        

        	
          yes

        

        	
          no

        
      


      
        	
          Overall quality of an emergency

        

        	
          yes

        

        	
          no

        
      


      
        	
          Overall quality of sustained vigilance

        

        	
          no

        

        	
          yes

        
      


      
        	
          Based on Table 1.2 in Rachman (2004) and Table 1.2 in Zeidner and Matthews (2011)
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  Figure 1.3: The Lexicon of Fear and Anxiety.
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  Figure 1.4: Some Variations on the Themes of Fear and Anxiety.


  (FROM MAKARI [2012].)


  But even this simple solution hints at a source of confusion in the study of fear and anxiety. While these terms are sometimes used to define categories (families) of experience, they are also often used more specifically to refer to distinct types of experience: In this context “fear” is considered as only one particular form of fearful experience among many possible others, whereas “anxiety” is likewise one particular form in the range of anxious experiences. It is also unclear the extent to which the examples in each category are truly distinct states of fear or anxiety or just slight variations, or even synonyms, of the identical states. But in spite of such complications, we at least have guidelines to help us separate the two broad categories: Fear states occur when a threat is present or imminent; states of anxiety result when a threat is possible but its occurrence is uncertain.


  DEFINING FEAR AND ANXIETY


  While we can often separate fear from anxiety conceptually on the basis of the nature of the threat, in our daily lives fearful and anxious states are not completely independent. It is probably impossible to feel fear without also being anxious—as soon as you are afraid of something, you begin to worry about what the consequence of the danger at hand will be. For example, the sight of an agitated person near you waving a gun compels the feeling of fear, but worry (or anxiety) quickly takes over as you fret over what the person will do. As Montaigne notes in one of the epigraphs to this chapter: “He who fears he shall suffer already suffers what he fears.”


  Likewise, when you are anxious, the perceived threat potential of stimuli related to your anxiety can rise such that things you typically encounter that might not usually trigger fear now do so. For example, if you encounter a snake in the course of a hike, even if no harm comes anxiety is likely aroused, putting you on alert. If farther along the trail you notice a dark, slender, curved twig on the ground, an object you would normally ignore, you might now momentarily be prone to view it as a snake, triggering a feeling of fear. Similarly, if you live in a place where terror alerts are common, benign stimuli can become potential threats. In New York City, when the alert level rises, a parcel or paper bag left under an empty subway seat can trigger much concern.


  Ultimately, the question we have to ask is: Can we really make a distinction between fear and anxiety given that both are anticipatory responses to danger and thus closely entwined? I think we can, and must. As I will describe in later chapters, somewhat different brain mechanisms are engaged when the state is triggered by an objective and present threat as opposed to an uncertain event that may or may not occur in the future. An immediately present stimulus that is itself dangerous, or that is a reliable indicator that danger is likely to soon follow, results in fear. Anxiety may well also be present, but if the initial state is triggered by a specific stimulus, it is a state of fear. However, when the state in question involves worry about something that is not present and may never occur, then the state is anxiety. Fear can, like anxiety, involve anticipation, but the nature of the anticipation in each is different: In fear the anticipation concerns if and when a present threat will cause harm, whereas in anxiety the anticipation involves uncertainty about the consequences of a threat that is not present and may not occur.


  Fear and anxiety, as I will argue later, both involve the self. To experience fear is to know that YOU are in a dangerous situation, and to experience anxiety is to worry about whether future threats may harm YOU. This involvement of the self in fear and anxiety is a defining feature of these and other human emotions.


  DISORDERED ANXIETY AND FEAR


  While fear and anxiety are perfectly normal experiences, sometimes they become maladaptive—excessive in intensity, frequency or duration—causing the sufferer distress to the extent that his or her daily life is disrupted.47 When this happens, an anxiety disorder exists.48 For historical reasons, as I will soon explain, problems involving maladaptive fear and anxiety are typically grouped together under the label “anxiety disorders.” Table 1.3 compares normal and pathological expressions of fear and anxiety.


  What constitutes an anxiety disorder in the United States is dictated by the Diagnostic and Statistical Manual (DSM) of the American Psychiatric Association.49 Although the World Health Organization has its own system, the two are for the most part compatible.50 The DSM has recently gone into its fifth edition (DSM-5), but to understand its classification of anxiety disorders, it will be useful to examine prior versions first.51


  The DSM classification system, which was introduced in the mid-twentieth century, was initially dominated by psychoanalytic ideas, which resulted in mental disorders being categorized into states of either psychosis or neurosis. Psychotic conditions were considered to involve thought disturbances, including delusions and/or hallucinations, a break with reality, and, in general, an inability to function in normal social situations. Neuroses involved several conditions in which one suffered from distress (sometimes debilitating distress) but without significant distortions of thought, or loss of touch with reality. The neurotic conditions most related to fear and anxiety included anxiety neurosis (excessive worry, dread), phobic neurosis (irrational fears), obsessive neurosis (repetitive thoughts), and war neurosis (mental problems in soldiers that stemmed from stress, exhaustion, and specific battlefield experiences).


  
    
      
        	
          Table 1.3: Everyday vs. Pathological Fear and Anxiety

        
      


      
        	
          EVERYDAY ANXIETY

        

        	
          ANXIETY DISORDER

        
      


      
        	
          Worry about paying bills, landing a job, or other important life events

        

        	
          Constant and unsubstantiated worry that causes significant distress and interferes with daily life

        
      


      
        	
          Embarrassment or self-consciousness in an uncomfortable or awkward social situation

        

        	
          Avoiding social situations for fear of being judged, embarrassed, or humiliated

        
      


      
        	
          A case of nerves or sweating before a big test, business presentation, stage performance, or other significant event

        

        	
          Seemingly out-of-the-blue panic attacks and the preoccupation with the fear of having another one

        
      


      
        	
          Worry about an actual dangerous object, place, or situation

        

        	
          Irrational worry about and avoidance of an object, place, or situation that poses little or no threat of harm

        
      


      
        	
          Making sure that you are healthy and living in a safe, hazard-free environment

        

        	
          Performing uncontrollable repetitive actions such as excessive cleaning or checking, or touching and arranging

        
      


      
        	
          Anxiety, sadness, or difficulty sleeping immediately after a traumatic event

        

        	
          Recurring nightmares, flashbacks, or emotional numbing related to a traumatic event that occurred several months or years before

        
      


      
        	
          Based on http://www.adaa.org/understanding-anxiety

        
      

    
  


  With the arrival of DSM-III in 1980, anxiety neurosis was divided into two separate states, a partition based on research findings by the psychiatrist Donald Klein.52 Klein had been studying a new experimental drug, imipramine, to treat hospitalized schizophrenic patients in the hope of reducing their high levels of anxiety. The patients claimed that their anxiety levels were unchanged, but the staff noted a dramatic decrease in the frequency with which these patients would show up at the nurses’ station complaining of physiological symptoms (inability to breathe, racing heart, dizziness) and psychological distress (feeling terrified that they were about to die). These brief bouts of intense fear (or, as they came to be called, panic attacks) were lessened after several weeks of treatment. Benzodiazepines, drugs like Valium, by contrast, reduced chronic anxiety but did not help with panic attacks. Findings such as these led Klein to distinguish between two broad kinds of anxiety disorders: generalized anxiety disorder (GAD) and panic disorder. While Freud anticipated this distinction, because he discussed anxiety as a general condition that sometimes had physiological symptoms similar to those in a panic attack, he did not distinguish these as different subcategories of anxiety neurosis.


  Let’s look at these two conditions in a bit more detail. Generalized anxiety (worry, nervousness, apprehension, dread) is what most laypeople have in mind when they use the term “anxiety.” People with GAD have prolonged, uncontrollable, and excessive worry and tension about life situations (including family, work, finance, health, romance, and other circumstances) to the point of interfering with normal routines.53 Panic disorder, by contrast, is typified by brief, intense attacks during which a person is overcome with the feeling that he or she is suffocating or experiencing a heart attack—remember that angh, the Greek root of the English word “anxiety,” referred to physical sensations more than the mental states of worry and dread that occur in GAD.54


  DSM-IV, which was published in 1994, integrated conditions related to some of the other forms of neurosis (specifically phobic, obsessive, and war neuroses) with GAD and panic disorder. Two broad categories of phobic conditions were included: specific phobias (in which one experiences anxiety about encountering certain objects, such as snakes or spiders, or physical situations, such as high elevations or tight, closed spaces) and social phobias (anxiety about attending social events such as parties or situations in which one has to speak publicly). Also added was obsessive-compulsive disorder (OCD), which involves recurrent thoughts (e.g., concerns about germs) that intrude into consciousness and are accompanied by repetitive actions (e.g., excessive hand washing) that are aimed at reducing distressing feelings. Finally, posttraumatic stress disorder (PTSD) was also categorized as an anxiety disorder. In this condition, thoughts and memories about a past, often life-threatening event led to feelings of detachment, sleep problems, and hypersensitivity to trigger cues. Although soldiers throughout history have suffered psychologically from experiences in battle, PTSD came to be recognized as a specific condition after the Vietnam War. This term replaced earlier designations, such as war neurosis, nostalgia,55 shell shock, battle fatigue, and combat stress reaction. But the PTSD diagnosis was not limited to battlefield conditions and instead also included a response to any kind of severe traumatic experience, such as an automobile or other accident, or rape, torture, or other forms of physical abuse.


  With the arrival of DSM-5 in 2014, some retractions and reorganization occurred. In addition to using an Arabic rather than a Roman numeral to identify the edition, two of the DSM-IV disorders in the anxiety disorder domain were removed from DSM-5 and placed into separate categories: PTSD became part of trauma and stressor-related disorders and OCD part of obsessive-compulsive and related disorders.


  The term “anxiety disorders” thus originally arose to subsume two states of anxiety (GAD and panic) and was retained when additional conditions were added. But the label “anxiety disorders” gives short shrift to the fact that most of the conditions included also involve fear (e.g., fear of specific objects or situations in specific and social phobic disorders; fear elicited by somatic sensations, such as heart palpitations or shortness of breath, in panic disorder). Therefore, I prefer to describe these states as fear and anxiety disorders, conditions in which maladaptive fear and/or anxiety plays a central role. With this in mind, I break with the DSM-5 categorization and include PTSD in my discussion of fear and anxiety because it involves maladaptive fear (fear of trauma-related cues).56 Some of the accepted characteristics typically associated with these fear and anxiety disorders are shown in Figure 1.5.


  Together, fear and anxiety disorders are the most prevalent of all psychiatric problems in the United States, affecting about 20 percent of the population, more than twice the number who suffer from mood disorders such as depression and bipolar disorder, and twenty times the number with schizophrenia.57 The economic cost of fear and anxiety disorders is estimated to exceed $40 billion annually.58 These conditions have a significant impact on the workforce. For example, a study from Australia found that anxiety and affective disorders resulted in 20 million work impairment days annually, mostly involving absences.59


  But the problem is actually more pervasive than the 20 percent anxiety prevalence statistic implies. Problems with threat processing and maladaptive fear and anxiety are factors in many other psychiatric conditions. GAD and depression often occur together, and fear and anxiety can play a role in schizophrenia, borderline personality disorder, autism, and eating and addictive disorders. Moreover, many individuals are impaired by uncontrollable fear or anxiety without having received an official psychiatric diagnosis of their condition. These issues can also trouble those whose health is compromised by illnesses such as cancer, heart disease, and other chronic physical ailments. Even many people who are considered otherwise healthy in mind and body can from time to time suffer from bouts of excessive fear and worry. A better understanding of the nature of these conditions, and the brain mechanisms involved, would be extremely helpful to just about everyone.


  What determines who will be likely to suffer from a fear or anxiety disorder? For example, why does only a relatively small proportion of people exposed to a trauma develop PTSD?60 David Barlow has proposed that three factors make people vulnerable to these disorders61 (Figure 1.6). One is genetics or other biological factors in the brain. The heritability of anxiety is estimated to be between 30 percent and 40 percent, which is considerably less than that of some other conditions.62 But the rates rise when one examines particular anxious traits, such as the tendency to be inhibited and withdrawn in situations involving uncertainty. Genetic influences on anxiety and other mental disorders are complex and involve interactions between multiple genes. Individual differences in brain organization that arise from environmental influences, and interactions between genetic and environmental factors, are also important. Another source of vulnerability involves general psychological processes, such as an individual’s tendency to perceive situations as unpredictable and uncontrollable. The third factor listed by Barlow is specific learning experiences. If a child is given excessive attention when ill, he may continue to use “sick behaviors” as a way to attract attention and sympathy. Similarly, if a child observes a parent or other adults using such strategies, he might adopt them as well. Early life situations in which one experiences negative consequences that cannot be controlled following situations involving uncertainty may well predispose one to feel less in control in later life. It should be noted that psychological processes and learning experiences are, in the end, also biological in nature, because they are products of the brain and as such are also subject to genetic influences and the influence of gene-environment interactions, or what is called epigenetics.
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  Figure 1.5: Major Symptoms of Fear / Anxiety Disorders.
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  Figure 1.6: Vulnerability to Pathological Anxiety.


  (Based on Barlow [2003].)


  The social scientists Allan Horwitz and Jerome Wakefield have called for prudence in the use of the term “disorder” when talking about mental problems. In their books, All We Have to Fear63 and The Loss of Sadness,64 they point out that “disorder” implies that something physical is not working as it should. In people who are having trouble with anxiety, they argue, the brain is often doing what it is supposed to do—it’s just doing it in the wrong context. Fear and anxiety triggered by strangers, snakes, heights, and the like served our ancestors well by helping them avoid dangers but can cause distress in the modern world. Horwitz and Wakefield are particularly concerned about the rising rates of diagnosis of fear and anxiety disorders and the alarming increase in the use of medications to treat brains that are working fundamentally correctly, from an evolutionary point of view. They do accept that disordered fear and anxiety can exist and describe criteria to distinguish disordered from normal states. Regardless of what one thinks of their gauges for defining disorders, their book is important because it raises important social issues about psychiatric diagnosis and treatment.


  THE CENTRALITY OF THREATS


  This book is called Anxious, and it discusses how feelings of anxiety and related states (including worry, concern, dread, disquiet, apprehension, nervousness) come about. But the close connection between fear and anxiety demands that these two emotions be understood together. A key factor that links them is that they both depend on mechanisms in the brain that detect and respond to threats to well-being.


  Threats, whether present or anticipated, real or imagined, demand action. As many others have noted, threat detection provides preparation for fight or flight.65 We are all familiar with the fight-flight response, the defensive emergency reaction that is triggered when we encounter present or anticipated threats, and that moves into overdrive when we are under stress (see Chapter 3). This whole-body reaction is mobilized to help us survive an encounter with danger. When it is in play, our conscious mind is consumed with fear or anxiety, and often with both. Threat processing is at the heart of fear and anxiety.


  Particularly important is the fact that threat processing is altered in each of the fear and anxiety disorders (Figure 1.7).66 In this book I will be less concerned with the disorders themselves than with the question of how threat processing contributes to maladaptive feelings of fear and anxiety in these disorders.67 People who suffer from them are hypersensitive to threats, which seize and hold their attention, a condition sometimes called hypervigilance. They are also impaired in distinguishing things that are dangerous from those that are safe and overestimate the significance of perceived threats. Even when threats are not present, they worry excessively that threats will occur and constantly scan the environment to try to understand why they feel distressed. They go to extremes to escape from or avoid threats, so much so that these avoidance strategies interfere with daily life.
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  Figure 1.7: Alterations of Threat Processing Occur in Many Psychiatric Disorders.


  SHOWING MY HAND


  Any understanding of fear and anxiety presumes an understanding of emotion. So before we go further, I want to make clear what my own view of the subject is, using the emotion fear for illustrative purposes. In many ways my core view of emotion has not changed since the 1980s.68 But recently I have begun to discuss it somewhat differently in an effort to sharpen the conceptualization of this complex psychological function and its relation to brain mechanisms.69


  Traditionally, emotion theories have focused on conscious feelings.70 For example, in the late nineteenth century, William James, the father of American psychology, proposed that fear is a conscious feeling that occurs when we find ourselves responding to danger; the feeling of fear, for him, was the perception of body signals that are unique to defending against danger.71 Not all theorists have agreed with James about how conscious feelings come about, but many have concurred that the feeling is the emotion. Freud, as mentioned above, said that anxiety is “something felt” and also noted, “It is surely the essence of an emotion that we should feel it.”72 More recently, the Dutch psychologist Nico Frijda claimed that emotions are primarily “hedonic experiences.” Lisa Barrett, James Russell, Andrew Ortony, and Gerald Clore, and others, emphasize that emotions are psychologically constructed conscious experiences.73 Clore notes that “emotions are never unconscious.”74


  Other theorists, though, have found conscious experience to be unnecessary, or even a detriment, to understanding emotion. For example, in the early twentieth century, behaviorists argued strongly that consciousness, being unobservable, had no place in psychology; they insisted that behavior alone should be the focus of inquiry.75 This led to the idea that fear was a relation between stimuli and responses rather than a specific feeling.76 When behavioral psychologists later turned to physiology in an effort to understand how stimuli and responses are connected in the brain, fear became a central motivational state—a physiological state of the brain that organized responses to dangerous stimuli. But like the behaviorists, these physiological theorists, for the most part, also shunned conscious experiences—central states were physiological intermediaries between stimuli and responses, not subjectively felt states.77 While this approach provided a way of studying the emotions like fear similarly in animals and humans, it achieved this goal by ignoring the feeling of fear, which is what most people think fear is.


  But even those who argue that emotions are conscious experiences sometimes claim that such experiences are just one aspect or component of emotion. For example, the Swiss psychologist Klaus Scherer views emotion as a process consisting of cognitive appraisals, expressive responses, physiological changes, and conscious feelings.78 In this view, fear is what happens when we cognitively appraise a situation as dangerous, express certain behaviors in response to it, are physiologically aroused, and feel fear. This approach seems logically cumbersome to me because it regards fear as both the overall process and the specific feeling of being afraid; fear (the experience) is thus a component of fear (the process).


  Yet another theory is that emotions are hardwired in the brain and unleashed in the presence of trigger stimuli.79 In this view, championed by those who adhere to basic emotions theory, innate behavioral reactions, physiological responses, and conscious feelings all flow from a fear center or network. As I will argue later, although threats do indeed release innate behavioral and physiological patterns, the feeling of fear is not itself innate, a view consistent with the ideas of psychological construction theories of emotion.


  Fear, anxiety, and other emotions are, in my view, just what people have always thought they were—conscious feelings. We often feel afraid while we freeze or flee in the presence of danger. But these are different consequences of threat detection—one is a conscious experience and the other involves more fundamental processes that operate nonconsciously. The failure to distinguish the conscious experience of fear and anxiety from more basic unconscious processes, I argue, has led to much confusion. The more basic processes contribute to emotional feelings, but they evolved, not to make conscious feelings, but instead to help organisms survive and thrive. For the sake of avoiding confusion, the more basic nonconscious processes should not be labeled as “emotional.”


  Feelings of fear, in my view, result when we become consciously aware that our brain has nonconsciously detected danger.80 How does this happen? It all starts when an external stimulus, processed by sensory systems in the brain, is nonconsciously determined to be a threat. Outputs of threat detection circuits then trigger a general increase in brain arousal and the expression of behavioral responses and supporting physiological changes in the body. Signals from the behavioral and physiological responses of the body are sent back to the brain, where they become part of the nonconscious response to danger (sensory components of these responses can be “sensed” just like sights or sounds). Brain activity then comes to be monopolized by the threat and by efforts to cope with the harm it portends. Threat vigilance increases—the environment is scanned to figure out why we are aroused in this particular way. Brain activity related to all other goals (eating, drinking, sex, money, self-fulfillment, etc.) are suppressed. If, via memory, environmental monitoring reveals that “known” threats are present, attention becomes focused on these stimuli, which are consciously “blamed” for the aroused state. Memory also allows us to know that “fear” is the name we give to experiences of this type (starting in childhood, we build up templates of what it is like to be in states we label with emotion words). When the various factors or ingredients are integrated in consciousness, an emotion, specifically the conscious feeling of fear, is thus compelled. But this can only happen if the brain in question has the cognitive wherewithal to create conscious experiences and interpret the contents of these experiences in terms of implications for one’s well-being. Otherwise, the brain and body responses are a motivational force that guide behavior in the quest to stay alive, but the feeling of fear is not a part of the process. This does not mean that the feeling of fear is a mere by-product. For once it exists, it opens up the resources of the conscious brain to the quest to survive and thrive.


  I am not alone in arguing for this view of emotions as cognitively assembled conscious feelings.81 The recent notion that emotions are “psychological constructions”82 is perhaps the cognitive-based theory of emotions that is closest to my own view.


  One important implication of the ideas to be developed in this book is that they reveal a disconnect between the troubling feelings of fear and anxiety that motivate people to seek help and the way research on those feelings—including research on how to find new treatments to allay them—is conducted and interpreted. Consciousness is no longer a taboo subject in science, and much progress has been made in this area in recent years. Yet research on fear and anxiety disorders in animals, and also in humans, that I and others have conducted is often focused on how the brain detects and responds to threats, processes that operate nonconsciously. Although this work is very relevant to understanding conscious fear and anxiety, it has to be understood in the proper context. Responses to threats, in spite of common practice, are not foolproof markers of conscious feelings, even in humans, and likewise should not be assumed to be so in animals.


  A major aim in this book is to provide a framework that will allow a better understanding of the connection between research, therapy, and conscious feelings. But to do that we have to be careful about when we should call upon consciousness and when we should not. We can’t understand fear and anxiety if we ignore consciousness, but neither should we overemphasize its role.


  LOOKING AHEAD


  Having established the tangled web of fear and anxiety from the point of view of threat processing by the brain in the present chapter, I will summarize in the following one how my current views evolved in the course of my three-decade struggle to scientifically understand the emotional brain. Subsequent chapters cover defense in the animal kingdom and the brain mechanisms that enable animals, including humans, to detect and respond defensively to threats. I then address the question of what we have inherited from animals. Contrary to the popular opinion of laypeople and many scientists, I argue that we have not inherited feelings like fear or anxiety from animals; we have instead inherited mechanisms that detect and respond to threats. When these threat-processing mechanisms are present in a brain that can be conscious of its own activities, conscious feelings of fear or anxiety are possible; otherwise threat processing mechanisms motivate behavior but do not necessarily result in or involve feelings of fear or anxiety. Organisms that have the capacity to be conscious can feel fear; otherwise they cannot have such experiences. Thus, if we want to understand feelings of fear and anxiety, we have to understand consciousness, and several chapters on this topic follow. One examines the physical basis of consciousness, another examines the role of memory in consciousness, and a third explains how conscious feelings of fear and anxiety emerge when nonconscious consequences of threat processing are consciously experienced. The final three chapters turn to brain mechanisms related to fear and anxiety and their disorders, and offer a reconception of these disorders. The final chapters also suggest how research on brain mechanisms can offer new ways to help people better cope with such troubling feelings.


  Anxiety and its partner, fear, are, as Freud said, riddles, and seeking their solution will take us through many aspects of how the brain and its mind work. Many topics in psychology and neuroscience, ranging from basic mechanisms of defensive behavior in animals to decision making by humans, from automatic nonconscious processing to conscious experience, from perception and memory to feelings, will be covered. Some of these involve complex brain mechanisms, but rest assured that the principles, which will be my focus, for the most part are easily grasped.





  


  CHAPTER 2


  RETHINKING THE EMOTIONAL BRAIN


  “Neuroscientists use ‘fear’ to explain the empirical relation between two events: for example, rats freeze when they see a light previously associated with electric shock. Psychiatrists, psychologists, and most citizens, on the other hand, use . . . ‘fear’ to name a conscious experience of those who dislike driving over high bridges or encountering large spiders. These two uses suggest . . . several fear states, each with its own genetics, incentives, physiological patterns, and behavioral profiles.”


  —JEROME KAGAN1


  After working on what I referred to as the “emotional brain” for more than thirty years, I concluded that this terminology needed rethinking.2 Jerome Kagan’s quote in the epigraph above hints at my reasoning but doesn’t go far enough. Kagan implies that there are two different kinds of fear states, with different underlying brain systems, that are elicited by fear-arousing stimuli, one involving conscious feelings and the other involving behavioral and physiological responses. In contrast, I believe we should restrict the use of emotion words like “fear” to conscious feelings, such as the feeling of being afraid. Brain systems that detect threatening stimuli and control behavioral and physiological responses elicited by these stimuli should not be described in terms of fear. The latter systems operate nonconsciously in humans, and although they contribute to feelings of fear, they are not fear mechanisms per se. This chapter explains why I think the distinction between mechanisms that detect and respond to threats outside the realm of consciousness, as opposed to mechanisms that create conscious feelings of fear, is so important for our conception of fear and its partner, anxiety.


  IN THE BEGINNING


  When I started my research on the emotional brain in the early 1980s, ideas like the limbic system theory were popular.3 It proposed that our reptilian ancestors were dominated by reflexes and instincts. Then, with the emergence of mammals, a new brain system (the limbic system) evolved to make feelings, enhancing the adaptive potential of the newest vertebrates. Later in mammalian evolution the neocortex appeared and provided a thinking brain that made reasoning and emotional control possible. Although the limbic system concept inspired much research, the goal was often as much about validating the concept as about understanding the emotional brain. If some region outside the limbic system happened to be implicated, rather than calling into question the limbic system theory, the criteria for inclusion of brain areas were simply changed. As a consequence, the limbic system theory lost its connection to the theory of brain evolution upon which it was based.4 (Unfortunately, the limbic system theory continues to be prominent in both lay and scientific discussions of the emotional brain in spite of its evolutionary basis having been discredited.)


  I thought that a different approach was needed, one that made minimal starting assumptions about how emotions are organized in the brain. The approach I took was to follow the flow of information in the brain from the sensory system that processes a stimulus to the muscles that control the responses to it. Somewhere along that pathway would be mechanisms that detect the significance of the stimulus and trigger the appropriate responses. Limbic areas might well be implicated, but the point was to have an objective approach to the circuitry rather than one that presumed to know the answer before the research was done.


  I was led to this “information flow” conception by prior experiences I had had at SUNY Stony Brook while doing doctoral research with Michael Gazzaniga.5 We studied patients in whom the two sides of the brain were separated in an effort to control epilepsy. In most people, information in one hemisphere is automatically and instantly transferred to the other hemisphere, a process that enables the two sides of the brain to work together seamlessly in daily life.6 In our split-brain patients, however, a stimulus presented to one hemisphere remained in that hemisphere (Figure 2.1). For example, if you show a split-brain patient’s right hemisphere a picture—say, of an apple—he will be unable to name the stimulus because the ability to speak is located in the left hemisphere. He can reach into a bag containing several items with his left hand (which is connected to the right hemisphere) and identify the apple by touch and retrieve it with ease. The right hand (which is connected to the left hemisphere) can’t do this with any degree of accuracy because the left hemisphere did not see the stimulus. When studying split-brain patients, you can’t help but picture signals flowing from point to point in the brain to construct what we are seeing, remembering, thinking, and feeling, and in controlling behavior.
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  Figure 2.1: Information Flow in the Split-Brain.


  In the human brain, visual stimuli that appear to the left side of center are transmitted to the right hemisphere, and stimuli to the right side of space are transmitted to the left hemisphere. Connections between the two hemispheres (not shown) allow stimuli seen by one to be seen by the other. Through these connections, each hemisphere can construct a complete view of perceptual space, and visual stimuli presented in the left field of view and thus directed to the right hemisphere can be talked about by the left hemisphere, where speech is typically controlled. In the split-brain patient, because the connections between the two hemispheres are surgically sectioned as a treatment for epilepsy, if an apple is presented to the left side of space and thus directed to the right hemisphere, it remains in the right hemisphere and the patient cannot verbally describe the stimulus, as the left hemisphere does not have access to the sensory information.


  Conceiving of brain functions in terms of information flow had become inevitable with changes in the psychological zeitgeist. For decades behaviorists had dominated psychology, shunning all talk of mind, consciousness, and other unobservable inner factors (whether in the mind or brain) in explaining behavior.7 A science of psychology, they said, must be based on observable events—stimuli and responses. But by the 1970s behaviorism had been supplanted by the cognitive approach, which treated the mind not as a place where conscious experiences occur so much as an information-processing system that connects stimuli with responses, and that does not necessarily involve consciousness.8 Split-brain studies fit perfectly within this intellectual framework.


  After I received my PhD in 1978, Gazzaniga and I both moved to Manhattan to work at Cornell Medical School. Initially, I was exploring the consequences of brain damage on language and attention,9 but my real interest, which had begun with a study we had conducted in a split-brain patient, was in the brain mechanisms of emotion.10 When we showed the patient’s right hemisphere an emotional stimulus, the left hemisphere could not name it but could rate its emotional valence. This suggested that the cognitive processes involved in perceiving what a stimulus is are separable in the brain from the processes that evaluate its emotional significance. I wanted to figure out how emotional significance was added to a stimulus as it flowed, in the form of information, through the brain. Because there was no way to pursue detailed brain mechanisms in humans, I turned to studies of rats.


  The field of neuroscience was officially born as a discipline when the Society for Neuroscience was formed in 196911 and by the end of its first decade was coming of age. In 1979, with Gazzaniga’s help, I got a position in the Neurobiology Laboratory at Cornell, run by Don Reis, which had all the latest and greatest tools for studying the brain. At the time, everyone in our young field was aware of Eric Kandel’s pioneering research on learning and memory.12 Kandel had begun his work in the 1960s with studies of how memory is made in the brains of rats, though he soon concluded that brain research was not at a sufficiently advanced state to be able to tackle a complex issue like memory in complex animals. He accordingly recast his research in a way that would enable him to make progress with the tools available at the time. Specifically, he picked a simple organism (a sea slug, the invertebrate Aplysia californica) and focused on several simple forms of learning in which this organism engages. He then determined the complete neural circuit by which sensory information flows to motor output during the behaviors, and he isolated the cells and synapses that change during learning and the molecular mechanisms in the cells and synapses that made the cellular changes possible. With this “what, where, and how” strategy, Kandel revolutionized research on learning and memory, earning him a Nobel Prize in 2000.


  A word or two is in order here about the behavioral backbone of the Kandel strategy. There are two basic approaches to studying learning in the laboratory: classical and instrumental conditioning. As is well known, in the early twentieth century Ivan Pavlov discovered that after pairing a sound with food, the sound alone would elicit the salivary reflex in dogs.13 Thus, classical (or Pavlovian) conditioning brings an inborn reflex under the control of a novel stimulus. By contrast, in instrumental conditioning, pioneered by Edward Thorndike in the late nineteenth century, a new response is learned because of the success of that response in obtaining a positive, or avoiding a negative, outcome.14 A typical example is a rat that learns to press a lever to receive food. This was called instrumental conditioning because the response is instrumental in achieving the outcome (it is also called operant conditioning).15 When Kandel started his research, most work on learning and memory in the brain was being done using instrumental conditioning because it was thought to be more relevant to complex human behavior than simple Pavlovian conditioned reflexes.16 But Kandel recognized that research on the neural basis of instrumental conditioning in mammals was going nowhere fast and that more progress might be made by using Pavlovian conditioning and other simple learning procedures in an organism with a less complex nervous system.17 That insight made possible his pioneering work.


  
    
      
        	
          Table 2.1: Pavlovian and Instrumental Conditioning Compared

        
      


      
        	
          PAVLOVIAN (CLASSICAL) CONDITIONING

        

        	
          INSTRUMENTAL (OPERANT) CONDITIONING

        
      


      
        	
          Developed by Pavlov

        

        	
          Developed by Thorndike and Skinner

        
      


      
        	
          A reinforcing unconditioned stimulus (US) is presented when a certain stimulus (the conditioned stimulus, CS) occurs

        

        	
          A reinforcing unconditioned stimulus (US) is presented when a certain response (the conditioned response, CR) is performed

        
      


      
        	
          An association forms between the CS and US

        

        	
          An association forms between the CR and US

        
      


      
        	
          Later, the CS elicits an innate conditioned response that is motivationally related to the US

        

        	
          Later, when similar motivational conditions occur, the learned CR is emitted because the CR has resulted in the reinforcing US in the past

        
      


      
        	
          Based on Gluck et al, 2007.

        
      

    
  


  By the time I began my research on emotion in Reis’s laboratory, well over a decade had passed since Kandel had started his project, and the field of neuroscience had advanced considerably. It was now possible to map connections between neurons in different brain areas, record cellular responses from neurons, disrupt neural activity, and measure molecules related to learning, not just in invertebrates but also in the brains of mammals and other vertebrates. Inspired by Kandel’s success, researchers were thus beginning to explore memory in the brains of complex animals using Pavlovian conditioning.18


  Some researchers had also begun to use Pavlovian conditioning to study emotional behavior, especially defensive or fear behavior, in mammals.19 I was particularly taken with the behavioral studies of Pavlovian fear conditioning in rats being done by Robert and Caroline Blanchard and by Robert Bolles and his students Mark Bouton and Michael Fanselow.20 These researchers showed that when an innocuous stimulus, such as a tone, was paired with mild electric shocks, it elicited freezing behavior, whether tested after a few minutes, or days or weeks later (Figure 2.2). Freezing is an innate defensive response that is just as important to animals as its more familiar partners, fight and flight.21 (Indeed, as discussed in the next chapter, the fight-flight reaction is now often described as freeze-fight-flight.) The tone also produces increases in blood pressure, heart rate, and respiration and releases hormones like adrenalin and cortisol,22 providing physiological support for energy-demanding defensive behaviors.


  The meaning and even the value of the term “innate” in relation to behavior has been debated over the years.23 It is now widely recognized that individual experience affects the way genetic programming is expressed, leading to the lack of a clear boundary between what is innate and what is learned. Although some shun the use of the term “innate,” others think that it is useful, as some behaviors are decidedly more dependent than others on characteristics that are expressed so consistently within a species that the opportunity to learn the behavior seems limited. Freezing is one such example.


  Fear conditioning is an example of associative learning, a process by which the brain forms memories about the relation between events. In the language of psychological learning theory, the tone in the example above is a conditioned stimulus (CS), the shock an unconditioned stimulus (US), and the responses elicited by the CS after conditioning are conditioned responses (CRs). During fear conditioning, the brain thus learns the relation between the CS and the US. After conditioning, the CS tone becomes a warning signal that danger is imminent. When the CS appears, it thus elicits the conditioned fear responses because it activates the CS-US association, which controls freezing and other fear CRs. Although freezing is said to be a conditioned response, the response is not learned. What gets conditioned is the ability of the CS to elicit the response.
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  Figure 2.2: Fear Conditioning: The Procedure.


  So-called fear conditioning is a variant on Pavlovian conditioning in which an innocuous conditioned stimulus (CS), often a tone, is paired with an aversive unconditioned stimulus (US), typically footshock. My laboratory has used this procedure extensively in rats, but it can be used similarly in a wide variety of animals, including humans. On the first day of typical study the rat is exposed to the CS alone (habituation). The next day one or more CS-US pairings occur (conditioning). One or more days later, the conditioned response is tested by presenting the CS alone (CS test). As described later, in order to better separate processes that give rise to feelings of fear from those that underlie the detection and response to danger, we have begun to use the expression “threat conditioning” in place of “fear conditioning.”


  In spite of much elegant work on Pavlovian fear conditioning at the behavioral level, this procedure was not being used in any systematic way to study how fear mechanisms operate in the brain.24 Most research in this area was still employing complex instrumental conditioning tasks (especially tasks in which animals learned somewhat arbitrary responses to avoid shocks).25 I thought that with all the tools available in the Reis laboratory, I could use the Kandel strategy, in conjunction with Pavlovian conditioning procedures, to trace the flow of information that enabled a meaningless stimulus to elicit fear responses in mammals (rats) following fear conditioning. This should be possible, I reasoned, because the responses, which are expressed the same in all rats, are driven by a specific stimulus that was completely under my control as an experimenter. As a result, I might be able to trace the flow of the stimulus processing from the CS sensory system to the CR motor system. So that’s the approach I took initially at Cornell and then at NYU after I moved there to set up my own laboratory in 1989.26 And work by my laboratory and the laboratories of colleagues using Pavlovian fear conditioning was very successful in achieving, in a few short years, what instrumental avoidance conditioning had failed to do—identification of the brain areas and connections between them that constituted what came to be known as the brain’s fear system.


  THE FEAR SYSTEM


  I started my work on the neural basis of fear conditioning by determining which areas of the auditory system were required for the auditory CS to elicit freezing and blood pressure responses. Then, using anatomical connection-tracing techniques, I pinpointed possible output targets of the key auditory processing areas. One of the targets suggested by the tracing studies was the amygdala. When we lesioned this area, or disconnected it from the auditory system, the fear conditioned responses were eliminated. Within the amygdala, we also found an area that receives the auditory CS input (the lateral amygdala, LA) and connects with an area (the central amygdala, CeA) that sends outputs to downstream targets that separately control freezing and blood pressure conditioned responses. Further, we were able to locate cells in the LA input region that received both the auditory CS and the shock US. This was an especially important discovery because the integration of the CS and US at the cellular level was thought to be required for fear conditioning to occur. After the circuit and cellular changes involved in the process were identified, we turned to the molecular mechanisms in the LA that underlie the learning and expression of conditioned fear, many of which were the same as those discovered by Kandel and others in invertebrates.27 In doing this work I have been fortunate to have had a fantastic group of people with me over the years, and I have dedicated this book to them.28 They have contributed not just in terms of their lab skills and work ethic, but also intellectually.


  The laboratories of several close colleagues also made many important contributions to this area of research. Initially, Bruce Kapp, Michael Davis, and I were the main players in this game.29 But soon Michael Fanselow, who had started out studying fear conditioning at the level of behavior,30 turned to questions about brain mechanisms as well.31 Each had students who eventually also started laboratories,32 and others joined in this exciting new area of work.33 Fear conditioning became one of the most popular areas of research in neuroscience, and one known for having made great strides in relating brain to behavior.
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  Figure 2.3: Fear Conditioning: The Circuit.


  a. The Simple Version. The basic circuitry underlying the acquisition and expression of fear (threat) conditioning involves conditioned stimulus (CS) and unconditioned stimulus (US) sensory transmission to the lateral nucleus of the amygdala (LA), where a CS-US association is learned and stored. LA communicates with the central nucleus of the amygdala (CeA), which then connects with areas that control conditioned fear responses. b. A Slightly More Complex Version. The LA connects with the CeA directly and by way of other amygdala areas, such as the basal nucleus (BA) and intercalated cells (ITC). CeA then connects with downstream targets that separately control freezing, autonomic nervous system (ANS), and hormonal conditioned responses. Additional details are described in Chapters 4 and 11.


  A simplified and more complex version of the amygdala-centered fear conditioning circuit uncovered by this collective body of work is illustrated in Figure 2.3.34 A still more elaborate version of the circuitry will appear in later chapters. Through this research, the amygdala came to be viewed as a key component of the brain’s fear system.35


  FEAR AS A STATE THAT INTERVENES BETWEEN THREAT STIMULI AND FEAR RESPONSES


  That amygdala-based circuits described above were part of a fear system was widely accepted. But the question of what exactly a fear system does has turned out to be a tricky issue.
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  Figure 2.4: The Darwinian (Commonsense) View of Fear.


  Darwin adopted the everyday or commonsense view, treating fear and other emotions in people as “states of mind” that control emotional responses, and that have been inherited from our animal ancestors.


  The most obvious answer to this question is that a fear system makes fear: A threat activates a fear system in the brain, and the result is a feeling of fear. This feeling then drives the expression of behavioral defense responses and physiological accompaniments (Figure 2.4). Consequently, the defensive response is often used as a sign that a person or animal is feeling fear.


  William James called this the commonsense view of fear: We run from a bear because we are afraid of it.36 Although he rejected it, the commonsense view has thrived. Charles Darwin was a proponent of this idea, calling fear a “state of mind” that accounts for the expression of fear behavior.37 This is also the view most laypeople have of fear, and when journalists write about the brain’s fear system, they typically adopt this perspective as well. Some scientists also argue that innate circuits involving the amygdala are responsible for the feeling of fear.38 But this is not the only perspective.


  Behavioral research on fear conditioning took off in the 1940s and 1950s due to the rise of O. Herbert Mowrer’s influential theory that fear conditioning plays a key role in maladaptive fear and anxiety in people.39 Fear conditioning researchers treated fear as a state that intervenes between threats and defense responses,40 but not in the way conceived by Darwin’s and other commonsense theories. Coming from behaviorism, most researchers avoided reference to conscious state and feelings.41 Instead, fear was a central state, specifically a defensive motivational state,42 a physiological response in a hypothetical brain circuit43 (Figure 2.5). Most of these early central state researchers were not physiologists, and the physiological states were conceptual placeholders, what are sometimes called intervening variables or hypothetical constructs,44 rather than actual brain mechanisms. However, when researchers from this tradition started studying the brain, they applied the central state term to the circuits uncovered. Thus, amygdala activity came to be viewed as the neural embodiment of a central state called fear.45
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  Figure 2.5: The Central State View of Fear.


  Physiological psychologists trained in the behaviorist tradition treat fear as a physiological state (rather than a subjective feeling—“state of mind”) that controls fear responses. However, calling the physiological state “fear” often leads to confusion about what fear really is, as even those who treat it in physiological terms often talk and write in a way that implies that the physiological state is the neural embodiment of the feeling of fear.


  Central states, as a link between threats and fear responses, served a function similar to the Darwinian notion of feelings. But unlike Darwin, proponents of central states did not necessarily call upon a conscious feeling as the link between stimuli and responses. The entire question of conscious emotion was simply not considered relevant. For example, Michael Fanselow, a leading figure in the study of the central state of fear in animals, stated: “Our job is to redefine the concept of motivation in a scientific manner, and those new definitions should replace the layman’s informal view. I don’t see how subjective experience helps us do that.”46 According to Fanselow’s mentor, Robert Bolles, “Human experience . . . cannot be invoked to lend ancillary validity to a construct that is otherwise anchored to behavioral phenomena. . . . Its surplus meaning must always remain surplus.”47 And Robert Rescorla, another prominent behavioral fear conditioning researcher, noted, “I do not think that reference to subjective experiences (by which I mean private experiences not subject to independent inter-observer verification) is especially useful.”48 Because many central state proponents removed subjective experience (consciousness) from the causal chain, central states were de facto nonconscious states for them. But not all researchers had this view. Mowrer, for example, was more like Darwin, treating fear central states as fearful subjective experiences that drive defensive behaviors. And even those who did eschew subjective states often wrote and spoke as if fear, the state, meant fear the feeling, describing threatened rats as “afraid,” “frightened,” “frozen in fear,” “anxious,” and the like. How would a naïve reader or listener know that their fear did not mean “fear.”


  FEAR AS A COGNITIVE CONSEQUENCE OF THREAT PROCESSING


  I took a different approach from the ones described above. I thought that the Darwinian commonsense idea was flawed because it attributed too much to conscious fear, and the central state view was flawed because it ignored conscious fear. I believed conscious and nonconscious states both played roles, but the roles needed to be kept separate.


  I was compelled toward my view by the split-brain studies I had done earlier. Gazzaniga and I noticed that the left hemisphere of a split-brain patient often commented on behaviors that were produced by the right hemisphere. One might expect that in people with this condition the left hemisphere would be surprised when it saw its body doing something for a reason that it (the left hemisphere) was not aware of. Instead, the left hemisphere took these unexpected behaviors in stride and wove them into its stream of thought. This was a fascinating phenomenon, so we designed some studies to explore it.49 Basically, we coaxed the right hemisphere to respond behaviorally and then simply asked the left hemisphere, “Why did you do that?” Without hesitation, time and time again, the left hemisphere came up with an explanation. For example, when the patient was urged to stand up via stimuli presented to his right hemisphere, in response to our query as to why he did that, his left hemisphere said he needed to stretch; when he waved, it was because he thought he saw a friend out the window; he scratched his hand because it itched. These were fabrications on the part of the conscious brain, explanations for why the body responses were being generated. Gazzaniga and I proposed that the human brain does this all the time.50 While we are not always privy to the motivations underlying the responses controlled by our brains, consciousness ties the loose ends together by coming up with an interpretation that unifies the mind and behavior by filling in the blanks of an otherwise incomplete mental pattern. Gazzaniga called this the interpreter theory of consciousness.51 And I used this idea to explain how nonconscious processes that underlie emotional responses contribute to the conscious feelings that we experience.


  In the mid-1980s, around the time I was starting work on fear conditioning in rats, I developed a model, based on our split-brain conclusions, of unconscious emotional processing in the brain. Specifically, in a 1984 book chapter, I proposed that emotional stimuli, transmitted to the brain via sensory systems, are processed nonconsciously to initiate emotional responses.52 In 1996 I published the Emotional Brain, in which I framed the model in terms of brain mechanisms of fear, proposing that threat stimuli activate the amygdala in the process of eliciting fear responses; the amygdala processing, I argued, is automatic and requires neither conscious awareness of the stimulus nor conscious control of the responses.53 This conclusion was supported by a handful of findings at the time but has since been bolstered by many studies showing that the amygdala can process threats and trigger conditioned responses without a person’s being aware of the actual stimulus54 and without having any feeling of fear.55 This conclusion is consistent with our common experience of inadvertently responding to something and only afterward realizing that danger was present—as when one jumps back from a speeding bus and then, on the basis of this reaction, consciously realizes that he or she was in danger. The neural processes that enable us to consciously know that danger is present are slow compared with those that unconsciously control certain built-in protective (defense) responses. It is now recognized that the contrast between fast and automatic and slower, more deliberate processes is a fundamental organizational principle of the human mind and brain.56


  In the 1984 chapter, I had also hypothesized how conscious feelings come about. I suggested that sensory processing in the brain splits into two channels, one that detects the emotional significance of stimuli and controls emotional responses and another that engages cognitive processing and leads to conscious feelings (see Figure 2.6). In the Emotional Brain, continuing the fear theme, I argued that the conscious feeling of fear is due to the representation in consciousness, via attention and other neocortical cognitive processes, of unconscious ingredients that are consequences of activation of the amygdala threat-processing circuit. I proposed that we could study the nonconscious aspects of fear in animals and humans alike, but that the conscious feelings of fear are best studied in humans. (More about that later.)


  The amygdala circuit, I proposed, thus contributes to fear in two ways. It has a direct role in detecting threats nonconsciously and controlling subsequent behavioral and physiological fear responses, but it also has an indirect role, via cognitive systems, in the emergence of a conscious feeling of fear. Specifically, I proposed that the nonconsciously controlled brain and body consequences are raw materials that, when cognitively interpreted, contribute to conscious feelings of fear. When I used the term “fear system,” then, I was referring to this entire process, including the amygdala’s role in both controlling fear responses and in providing ingredients that indirectly contribute to conscious feelings of fear.
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  Figure 2.6: The Fear System: My Original View.


  In 1984, I described emotional stimuli as being processed through two channels that diverge from the sensory pathway in the brain (LeDoux, 1984). One channel directs the stimulus to circuits that nonconsciously detect and respond to the stimulus, and the other channel directs the stimulus to cognitive systems that give rise to conscious emotional feelings. This idea is shown here in terms of threat stimuli and how they separately trigger so-called fear responses and feelings of fear. Over the next decade, the amygdala emerged as being responsible for the unconscious processing of threats, as described in the Emotional Brain in 1996. While I still adhere to the same basic idea about the two channels of threat processing, I no longer refer to this group of circuits as a “fear system.” Saying that the amygdala is part of a fear system led to the view that the feeling of fear is a product of the amygdala, in spite of the fact that I argued that the amygdala is a nonconscious processor and that fear is a product of cognitive systems in the neocortex. I therefore now use more descriptive terminology to help make the distinction clear (see Figure 2.7 and Table 2.2).


  In retrospect, I now believe that it was a mistake to use the expression “fear system” to describe the role of the amygdala in detecting and responding to threats, and also erroneous to talk about fear stimuli and fear responses in this context. To refer to the circuit that detects and responds nonconsciously to threats as part of a fear system, as I did, and as central state proponents have done, unnecessarily complicated things. Because the most commonly accepted meaning of fear is the conscious feeling of being afraid, those outside the field who came across research on the fear system naturally thought that it was a system that generated feelings of fear. Thus, even though research on the so-called fear system was really mostly about systems that operate nonconsciously in detecting and responding to threats, and thus at odds with the commonsense view, our findings were interpreted as supporting the commonsense contention that feelings of fear are unleashed from the amygdala by threats. It didn’t help that fear system researchers often wrote in a way that strongly implied that the neural activity in the amygdala is the underpinning of the feeling of fear; for example, describing rats as “scared” or “frozen in fear” or “anxious.” When this is done, the difference between the central state and the commonsense view of fear vanishes.


  Don’t get me wrong. I’m not innocent in all this. Although I called upon separate brain circuits to account for nonconscious threat detection versus conscious feelings, I also talked about the amygdala as being involved in fear. I was basically thinking in terms of conscious versus unconscious fear. But I slowly began to realize that this was confusing, and finally, in 2012, I wrote a long piece called “Rethinking the Emotional Brain” in the journal Neuron. In it, I introduced the ideas of survival circuits and global organismic states. These, I suggested, provide nonconscious ingredients that are cognitively interpreted in the assemblage of conscious feelings, so-called emotions. In 2013 I was elected to the National Academy of Sciences and asked to write an inaugural article in the Proceedings of the National Academy of Sciences. I chose to write “Coming to Terms with Fear,” which delved into issues about the language of fear and how fear arises as a cognitive interpretation of nonconscious ingredients generated by survival circuits that the global organismic states engender. These ideas are discussed in the following sections.


  COMING TO TERMS WITH FEAR AND ANXIETY


  Although research on fear conditioning has been very successful, we are now at a crossroads. We could easily continue along this same path and produce more findings, perhaps even important findings, but I believe we should take another approach, one based on a sharper conceptualization of what is actually being studied.


  The language of fear, anxiety, and other emotions comes by necessity from our folk psychology: commonsense intuitions derived from introspections about how the mind works that have been handed down through the ages.57 Scientists often start from such words and the intuitions behind them. But as Francis Bacon argued hundreds of years ago, scientists should be vigilant when using such common language terms and especially should guard against tacitly granting reality to things simply because we have words for them.58 Everyone knows what the words “leprechaun,” “unicorn,” and “vampire” mean, but few believe they refer to actual beings.


  The use of the vernacular language of fear to describe a system that detects and responds to threats is an example of what Bacon had in mind. It reifies fear and makes it a natural kind, something that is wired into the brain by evolution.59 This belief justifies a search in the brain for a specific, innate locus of the phenomenon called fear. Findings about how the brain detects and responds to threats are used to conclude where fear lives in the brain because it is assumed that the same system that controls such responses gives rise to the feelings associated with them. (This is the essence of the Darwinian commonsense approach.60) We are told that this primitive emotion, fear, is inherited from animals and that every human in the world, no matter where he or she lives, and even if isolated from the rest of humanity, has the same or a similar fundamental (primal) experience when in danger and expresses a fear response to it in the same way.61 The home of this universal fear is frequently assumed to be the amygdala, which until fairly recently was an obscure region of the brain but has now widely come to be known as the brain’s “fear center.”


  Problems created by the ambiguous use of the word “fear” in scientific research can be illustrated by considering a 2012 finding that led magazines such as Nature, Science, Wired, Scientific American, and Discover to run dramatic headlines such as these: “Humans Can Feel Terror Even if They Lack the Brain’s Fear Center,” “Scaring the Fearless,” “Evoking Fear in the Fearless,” “Researchers Scare Fearless Patient,” and “What Scared the Fearless Woman?” The fuss concerned the surprising finding that a woman with bilateral amygdala damage could still experience “feelings of fear.”62 But the only reason this would be considered surprising was if one believed that the amygdala is the primary wellspring of fearful feelings and that amygdala-controlled responses are reliable markers of these feelings. As I’ve said, and will explain in detail later, amygdala-controlled responses are not unequivocal signatures of fearful feelings. When we scientists use the term “fear” to refer to the neural mechanisms underlying both conscious feelings and nonconsciously elicited responses, we are inviting confusion.


  The problem is not limited to fear. Jeffrey Gray’s behavioral inhibition theory is a prominent animal model of human anxiety.63 According to Gray and Neil McNaughton, the behavioral inhibition system of the brain is activated when goals are in conflict—for example, the need for food versus the risk of being exposed to predators. This conflict causes one’s brain to attribute more risk, more harm potential, to stimuli and situations than we otherwise would, thus leading to a central state of behavioral inhibition that promotes risk avoidance rather than food seeking. Gray and McNaughton equated this brain state with anxiety because rats took more risk in conflict situations when treated with drugs, such as benzodiazepines, that relieve anxiety in people. But were they referring to a conscious feeling of anxiety that involves dread, foreboding, and worry? Or were they scientifically defining anxiety to mean a nonconscious brain state of behavioral inhibition that leads to motivational conflict and behavioral arrest? Gray and McNaughton sometimes claimed the latter (the central state version) but also often wrote in ways that could be interpreted the other way (in terms of conscious feelings). Certainly many followers of this approach, and there are legions, believe that the anxious feelings are direct products of the behavioral inhibition system.


  A recent study showed that benzodiazepines relieved a so-called behavioral inhibition response in crayfish64 (as a Cajun, I am always momentarily surprised when this is not spelled as “crawfish”). After receiving electric shock in a certain location, the crayfish remained immobile for an extended period (a behavior that was viewed as risk assessment) and then avoided the shock area, whereas the drugged crayfish were less inhibited (more exploratory). The authors claim that their results may lead to a new view of the emotional status of invertebrates. The study was published in Science, whose website led with the headline “Anxious Crayfish Can Be Treated Like Humans.” The New York Times announced, “Even Crayfish Get Anxious,” while the BBC, slightly more tempered, noted, “Crayfish May Experience a Form of Anxiety.”


  The theory of behavioral inhibition could, in fact, easily account for motivational conflict, behavioral arrest, and risk assessment in animals (including crayfish, rats, and people) without requiring the conscious experience of anxiety. Unfortunately, just as the meaning of defensive motivation gets tied up with subjective feelings when the motivational state and its brain system are labeled with the term “fear,” the meaning of behavioral inhibition becomes entangled with subjective states when it or its brain system is labeled with the term “anxiety.” Defensive motivation and behavioral inhibition are not the same as the conscious experience of fear and anxiety. That is not to say that the defensive motivation and behavioral inhibition states are unrelated to fear and anxiety, as they do make important contributions, but more is required to feel afraid or anxious.


  In June 2014, a psychology website’s headline read: “Fear Center in Brain Larger Among Anxious Kids.”65 The story that followed described a study that measured the level of anxiety in a large group of children based on a questionnaire answered by their parents.66 The brains of these children were then imaged and the findings related to the parents’ assessments. The results showed that the larger the amygdala of the child, the higher the level of anxiety rated by the parents. Let’s consider what this actually means. In this study the parents did what animal researchers often do: They based a conclusion about anxiety, an inner feeling, on observations of behavior—their child seemed nervous, edgy, or had trouble concentrating or sleeping. Thus, although the size of the amygdala might well correlate with certain behaviors, whether it was related to feelings of anxiety was not tested. The website’s headline was inaccurate in three respects: (1) What was being measured was behavioral activity, not the feeling of anxiety; (2) the kids were not anxious in the clinical sense, in spite of some being described as “anxious” in the story; and (3) the amygdala is not the fear center (and certainly not the anxiety center) if by fear or anxiety we mean a conscious feeling.


  Fear and anxiety are hardly the only emotions that are viewed in these inaccurate and confusing ways. As we saw above, a number of emotions, including anger, sadness, joy, and disgust, are often considered to be wired into brain circuits.67 The same problem arises in these cases—the conflation of innate systems that detect and respond in predictable ways to significant stimuli with systems that give rise to conscious feelings.


  The science of the conscious mind is different from other kinds of science.68 Physicists, astronomers, and chemists don’t need to take seriously commonsense ideas about nature because people’s beliefs and attitudes about the stars, matter and energy, and chemical elements don’t affect the subject under investigation.69 The fact that we commonly say (and some may actually believe) that “the sun rises in the east” does not have any scientific bearing on the fact that sunrise is an illusion. But psychologists do have to pay attention to folk psychology because people’s common beliefs about the mind influence their thoughts and actions in daily life and are thus an important part of what psychology is all about.70 Folk psychology is a window into the things that interest people and affect their lives.71


  Typically, when a science matures, whatever vernacular terms it may have used are replaced with scientific ones.72 Some argue that neuroscience will eventually do this for descriptions of mental states.73 Terms such as “fear,” “joy,” and “sadness” will, in this view, be replaced with proper scientific language that does not have familiar, everyday connotations.


  But the psychologist Garth Fletcher made a helpful distinction between using folk psychological ideas as explanations about how the mind works as opposed to using folk psychology as a way to identify things about the mind we want to understand and pursue scientifically.74 He agrees that commonsense explanations about how the mind works will be replaced as psychological science progresses, but he thinks that the other side of folk psychology will continue to have a legitimate role because people’s subjective experiences, their beliefs, fears, desires, and so on, affect how they approach their lives.


  I side with Fletcher on this. If we want to understand conscious feelings, there’s no getting around the use of words like “fear,” “anxiety,” “joy,” “jealousy,” “pride,” and so forth. We run into problems when we label nonconscious processes with the words about conscious feelings. The conscious state takes on characteristics of the nonconscious processes: We assign the feeling of fear the responsibility for the defense responses elicited by threats. At the same time, nonconscious processes take on properties of the conscious feeling: the process of detecting and responding to threats comes to be the function of fear. The result is that it becomes very difficult to disentangle the concepts. We need a solution to get us out of this terminological quagmire.


  A PROPOSAL


  When scientifically discussing fear and anxiety, we should let the words “fear” and “anxiety” have their everyday meaning—namely, as descriptions of conscious experiences that people have when threatened by present or anticipated events. The scientific meaning will obviously go deeper and be more complex than the lay meaning, but both will refer to the same fundamental concept. In addition, we should avoid using these words that refer to conscious feeling when discussing systems that nonconsciously detect threats and control defense responses to them.


  Thus, rather than saying that fear stimuli activate a fear system to produce fear responses, we should state that threat stimuli elicit defense responses via activation of a defensive system.75 Because “threat” and “defense” are not terms derived specifically from human subjective experiences, using them would go a long way toward making it easier to distinguish brain mechanisms underlying the conscious feeling of being afraid or anxious from mechanisms that detect and respond to actual or perceived danger. Similarly, what we now call fear conditioning can simply be called what it is: threat conditioning. So, in place of “fear CSs” and “fear CRs,” we can refer instead to “threat CSs” and “defensive CRs” (Table 2.2).


  
    
      
        	
          Table 2.2: Coming to Terms with Fear Conditioning
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  Some think we should stay the course—that the value of our work will be diminished if we separate the feeling of fear or anxiety from the mechanisms that detect and respond to threats. But separating the processes does nothing to diminish research on their individual contributions and instead paves the way to a richer understanding of how fear and anxiety emerge from neural circuits. For example, if, as I suggest, anxious feelings arise from mechanisms that go well beyond those that control the behavioral and physiological symptoms that also trouble anxious people, more effective therapies are more likely to emerge if we acknowledge the separate mechanisms involved than if we disregard the differences. Recall from Chapter 1 that modern understanding of panic disorder began when Donald Klein found a difference in the ability of a drug treatment to affect the conscious feeling of being terrified of dying (a cognitive interpretation) without changing physiological symptoms (which are direct consequences of survival circuit activation).


  DEEP SURVIVAL


  Problems with the way fear has been conceived become clear when we consider the widespread capacity to detect and respond to danger in the animal kingdom. This ability is necessary to survive and is present in every animal, whether it’s a worm, slug, crayfish, bug, fish, frog, snake, bird, rat, ape, or human. Should we argue that crayfish, worms, and cockroaches escape from threats because they are driven by feelings of fear or anxiety? Or should we simply state that they possess mechanisms that enable them to detect and react to danger? Many are happy to agree to the latter characterization with respect to invertebrates, and even for fish and frogs; fewer are willing to do so where mammals are concerned. But if conscious feelings of fear are not required for a human to respond to danger, why should we resist the idea that defensive responses in other mammals reflect non-conscious processes as opposed to conscious feelings?


  What we should be concluding, it seems to me, is not that humans have inherited fear per se from our animal ancestors, but rather that, through a long line of evolutionary history, we have inherited from them the capacity to detect and respond to danger. Problems result when it is assumed that this capacity depends on a feeling of fear intervening between threat stimuli and defense responses in human or nonhuman animals. This assumption compels the search for things that cannot be readily measured in nonhuman animals and forces researchers to bend the rules of evidence in order to conclude that such states exist. If, however, we accept that this capacity to detect and respond to danger does not require consciousness, then we will not be driven to search for elusive processes. We can, then, just study the specific topics that interest us without having to endlessly debate whether animals experience what we experience.


  It is not my intention here to deny conscious feelings in animals. My aim, rather, is to highlight problems that hinder measurement of feelings in animals scientifically, to suggest a path forward that allows us to study those aspects of brain function that we know from objective evidence are shared between humans and other animals, and to focus on studies of humans for those functions that can be verified only in our species.


  The lines of descent underlying threat detection may go much deeper than already discussed—as deep, in fact, as single-cell organisms, which also have to determine what’s harmful and beneficial in their world. Viewed in this light, the capacity to detect and respond to threats is a deep survival mechanism, one that is as crucial to the life of an individual bacterial cell as it is for the numerous cells in a complex organism, whether in a fly, rat, or human. In animals, detecting and responding to danger is not only something that each cell in the body does on its own, it is also a function of a defense system in the brain, which enables the organism as a whole to defend itself. The evolutionary function of this ancient capacity is not to generate emotions like fear or anxiety, but simply to help ensure that the organism’s life continues beyond the present.


  We have, in short, been looking at the brain from a very human-centered point of view—as if our conscious introspections can tell us how ancient survival mechanisms that operate nonconsciously are organized in the brain. As I’ve noted, the conscious mind is compelled to explain what the brain does, even when it does not know.76 We think we react to danger because we feel fear, and it is this belief that leads scientists to search for the fear in the brains of animals by looking for circuits that control defense responses. But instead of trying to locate fear in the brains of animals, we should be trying to understand how processes that are similar in animals and humans—namely, nonconscious processes that detect and respond to threats—contribute to feelings of fear we experience.


  SURVIVAL CIRCUITS AND GLOBAL ORGANISMIC STATES


  The innate view of emotion is said to apply to states that are wired into ancient subcortical circuits that have been inherited from our animal ancestors.77 We certainly do have circuits that control innate responses that are commonly associated with emotions in people. But these are not emotion circuits; they are not feeling circuits; they are survival circuits.78


  I recently introduced the expression “defensive survival circuit” as a way to discuss brain mechanisms that are often labeled as fear circuits.79 To me, this term is preferable over “fear circuit” or “fear system” because it doesn’t imply that defensive behaviors are propelled by conscious feelings of fear. Thus, the amygdala circuitry that has been a subject of my research does not make fearful feelings; it detects threats and orchestrates defensive responses to help keep the organism alive and well.


  Defensive survival circuits are one of several classes of survival circuits that are common to most animals. Others include circuits for acquiring nutrients and energy sources, balancing fluids, thermoregulation, and reproduction.80 The circuits involved in these functions are conserved within and between mammalian species, and to some this is true across vertebrates. The nervous systems of invertebrates are organized differently—for example, although they don’t have an amygdala or any other brain areas that are present in vertebrates, they do have circuits that perform survival functions that are similar to, and likely precursors of, comparable functions in vertebrates.81 Because similar functions are also present even in single-cell organisms lacking nervous systems, these functions predate, evolutionarily speaking, neurons, synapses, and circuits82 and as such are primitive precursors of survival functions in more complex organisms with nervous systems.83 Survival circuits do not exist to make emotions (feelings). They instead manage interactions with the environment as part of the daily quest to survive.


  Survival circuits are activated in situations in which well-being is potentially challenged or enhanced. The overall response of the brain and body that results is a global organismic state.84 For example, activation of a defensive survival circuit results in a defensive motivational state.85 Such states involve the whole organism (that is, body as well as brain) as part of the task of managing resources and maximizing chances of survival in situations where challenges or opportunities exist.86 Global organismic states in mammals and other vertebrates,87 like the survival circuits that initiate them, are elaborations of similar states in invertebrates.88


  When a defensive survival circuit detects a threat, as I pointed out in Chapter 1, it not only triggers defensive reactions; it also activates brain areas that control the widespread release of chemical signals, including neuromodulators and hormones.89 As a result, the organism becomes highly aroused and vigilant—attuned to the sensory environment, focusing on the clear and present danger, but also being on the alert for other potential sources of harm. The threshold for the expression of additional defensive responses is lowered, whereas other motivated behaviors, such as eating, drinking, sex, or sleep, are suppressed. This global defensive motivational state reflects the wholesale mobilization of brain and body resources for the purpose of staying alive and helps ensure that the subsequent actions that are performed in an effort to cope with danger in more complex ways guided by past instrumental learning are suited to the external circumstances—escape or avoidance when in danger. In other motivational circumstances, global organismic states function similarly: for example, helping to guide the approach to food or drink when energy supplies or fluids are low, etc.


  The idea of global organismic states is closely related to that of central states (see earlier discussion). And the idea of defensive motivational states has also been around for some time.90 But earlier views treated defensive motivational states as the cause of defensive responses. My view, in contrast, is that the defensive motivational state is a global consequence of activating a defensive survival circuit (Figure 2.7). Defensive responses in the present conception are thus not caused by, but instead actually contribute to, defensive motivational states. But as just noted, once a global motivational state is present, it helps guide instrumental behaviors in the effort to survive and thrive.


  [image: Images]


  Figure 2.7: The Survival Circuit View of Fear and Defensive Motivation.


  Because my traditional view of the fear system (Figure 2.6) was often misconstrued as implying that the amygdala is the seat of fear in the brain, I have revised my terminology. In the current model the term fear is no longer used to describe functions of the amygdala. I now describe the amygdala circuit that detects and responds to threats as a defensive survival circuit. One consequence of survival circuit activation is the establishment of a defensive motivational state throughout the brain. This state is not the neural instantiation of a feeling of fear. The state (or neural components of it) provides neural ingredients that when cognitively interpreted give rise to a feeling of fear. This view differs from the commonsense approach in that fear does not cause defense responses. It differs from the central state view in that both defense responses and the central state are consequences of activation of the survival circuit. While the defensive motivational state does not cause innate defensive reactions and changes in body physiology that accompany them, it does contribute to motivation of instrumental behaviors that allow the organism to act, rather than simply react, in the face of danger.


  Although defensive motivational states can occur in both simple and complex organisms, only animals that have the ability to be consciously aware of their own brain’s activities can experience the state we commonly refer to as fear. I propose that defensive motivational states, or at least components of such states, are ingredients that, along with other factors such as perceptions and memories, contribute to conscious feelings. Thus, when a defensive survival circuit has been activated in your brain and its consequences linked to the present stimulus and to your memories regarding it and similar stimuli, all in relation to your awareness that the event is happening to YOU, a feeling of fear arises.


  Ultimately, feelings like fear require that we somehow have the concept of fear, based on words and their extended meanings, in our minds.91 We learn such concepts because they are important for our well-being and account for significant experiences in our lives. We also learn to associate these concepts and relevant words with the consequences of defensive survival circuit activity. Every culture ends up having these concepts and corresponding words because every human brain has built-in defensive survival circuits that produce similar kinds of innate reactions and supporting changes in brain and body physiology. But the feeling of fear is not a direct product of a survival circuit. It is a cognitive interpretation, which is, in canonical instances, based on the consequences of survival circuit activation. And because survival circuits have an innate foundation within a species, they provide at least some universal signals that are the basis for cognitive interpretation, and thus help make fear feel like a familiar experience when in danger, and also make self-reports of fear across individuals have similar content as well. Animals obviously cannot label and interpret survival circuit activity in the ways made possible by human language. They may experience something, but it is incorrect, in my opinion, to assume that their experience is the same as, or even similar to, what a human often experiences when a defensive survival circuit is active in his or her brain.


  In sum, fear is not something that is unleashed from an innate circuit. Instead, it is, as I and some others argue, a conscious state that emerges when certain kinds of nonconscious ingredients coalesce and are cognitively interpreted.92 If so, then the search for innate circuits that unleash fearful feelings is the wrong approach for understanding fearful feelings. Innate circuits are important to survival but are not feeling circuits.


  THE MENTAL LIFE OF ANIMALS


  Many people, and some scientists, believe that we can use animal behavior as a means of revealing what is on the animal’s mind. If by “mind” we mean what most contemporary scientists do—cognitive functions that involve information processing and that largely operate nonconsciously—we can learn quite a lot from studies of animals. As the esteemed psychologist Karl Lashley noted in 1950, we are never consciously aware of information processing; we are only aware of its outcome when it generates conscious content.93 These nonconscious mental functions are sometimes referred to as the cognitive unconscious.94


  The ability to use complex cognitive (mental) functions that process information to control behavior is thus different from the ability to have conscious experiences.95 Both are “mental” in the sense that they involve the use of internal representations of the world. But animals can satisfy nutritional and fluid needs by consuming food and drink, have sexual intercourse, writhe when injured, and freeze or flee when threatened, all without the necessity of conscious awareness that they are doing so. Specifically, when animals engage with their environments in daily life, they rely not only on innate responses and conditioned reactions, but also on goals, values, and decisions, each of which involves complex cognitive processes but which do not necessarily require conscious awareness of those processes.


  When it is assumed that conscious states in animals underlie behaviors that seem to be similar to the ways humans would act in a certain situation, this is “argument from analogy” rather than from scientific evidence.96 Thomas Chamberlin noted at the end of the nineteenth century that scientists must consider multiple hypotheses in scientific research in order to prevent biases in data interpretation.97 Consciousness should therefore only be attributed to an organism if there is both compelling evidence that the behavior expressed by the organism depends on consciousness and compelling evidence that the behavior cannot be explained in terms of nonconscious processes.98 Seldom do both considerations go into discussions of animal consciousness.


  Signs of cognition and intelligent behavior are often simply interpreted as evidence that animals are conscious and have feelings similar to our own. For example, in the introduction to The Inner World of Farm Animals99 by Amy Hatkoff, the esteemed primatologist Jane Goodall writes: “Farm animals feel pleasure and sadness, excitement and resentment, depression, fear, and pain. They are far more aware and intelligent than we ever imagined . . . they are individuals in their own right.”100 And in a 2013 interview, Goodall said she had seen many examples of compassion, altruism, calculation, communication, and even some form of conscious thought; she concluded that animals “show emotions similar to those we describe in ourselves.”101 She speaks with authority when she generalizes from behavior to conscious thought and feelings, but how does she really know what animals experience?


  Animals certainly act in ways that show they can solve complex problems inside their heads (they behave intelligently), and it goes without saying that each animal is, as Goodall noted, an individual. But scientific practice, at least in my view, cautions us, in the absence of rigorous and compelling evidence, to avoid the attribution of conscious feelings to animals on the basis of our intuition, no matter how strong, that animals should have such feelings.102 It also goes without saying that the lack of compelling scientific evidence that animals have the kinds of states that we experience as fear, love, joy, sadness, and so forth does not in any way justify their callous or abusive treatment, whether for research, recreational, cosmetic, or nutritional purposes. The treatment of animals in research and in society at large is today held to a high standard by the laws of the United States and many other countries. The assumption underlying these laws, that animals do have feelings, is based on a particular ethical position adopted by our society rather than on scientific data. So long as philosophers, scientists, and the public recognize the difference (that different considerations underlie ethical and scientific conclusions), the integrity of both societal values and science can be preserved.103


  Whether animals are conscious ultimately depends on how consciousness is defined. I will discuss this in more detail in later chapters, but animals are obviously conscious in the sense that, when awake, they are alert and behaviorally responsive to meaningful stimuli. The key issue is whether they are conscious in a mental state way. One problem is that in animals it is very difficult to distinguish a behavioral response controlled by a nonconscious cognitive (mental) process from one that depends upon conscious awareness. There is also a distinction to be made between being aware that some stimulus is present and being aware of one’s self as the entity that is experiencing that stimulus. We can make these distinctions in humans through self-report, but in animals, the lack of language is a considerable barrier, as discussed in Chapters 6 and 7.


  It’s natural to think that a rat or a cat fleeing from danger feels fear. But, as I’ve noted, there is considerable evidence that the feeling of fear is not necessarily what causes humans to respond in protective ways in the face of danger; responses to danger can even occur without any feeling at all. The opposite is also true. One may feel extremely fearful while looking completely fearless on the outside: For example, the fear recounted after heroic actions by soldiers in battle or of parents protecting their children from harm. If we cannot with certainty conclude what a human is experiencing on the basis of how they react to danger, how can we claim that we know what animals are feeling on the basis of their reactions?


  The primatologist Frans de Waal supports the idea that animals have conscious feelings, but he also admits that “we cannot know what they feel.”104 He even admits that too much is made of animal consciousness in his specialty, empathy, noting that in humans much of what is labeled as empathy occurs automatically—that is, nonconsciously. But he bolsters his case that animals have feelings by noting that it’s not so easy to be certain about what people are feeling, either, because the only way to know about human feelings is to rely on verbal self-report, which he distrusts. In light of this, he concludes that “postulating feelings in animals is not as big a leap as it may seem.”105


  Unlike de Waal, I don’t believe we have the same problems when generalizing from our private experiences to the minds of other people as we do when generalizing to other animals. In the absence of brain damage, severe psychological disturbances, or genetic mutations, all humans are endowed with the same general capacities. If my brain can be conscious, so can yours. Our experiences may differ, but we all have capacity for the same kinds of experiences. The same cannot be said of other species. The human brain differs in significant ways from even our closest primate cousins, not so much in terms of the areas that are present but in their patterns of connectivity106 and cellular organization.107 As we go further and further back in our branching evolutionary history, the differences become more profound; for example, certain areas of the prefrontal cortex that have been implicated in complex cognitive functions in primates are lacking in other mammals.108 Furthermore, because our species is naturally endowed with language, we can share information about common topics that are comprehensible to everyone, whether they involve memories of a trip or the amazing sight of the sun setting over the ocean. Self-reports are not perfect (we may sometimes be mistaken in our recollections or may occasionally intentionally mislead others), but, as many highly regarded cognitive and brain scientists and philosophers have noted,109 verbal self-reports are the best way to verify and compare conscious experiences between two organisms.


  A major reason why verbal reports are so important is that they provide a way to distinguish brain states that involve consciousness from brain states that do not. Because other animals can’t speak, we can’t directly assess their conscious mental states separately from their nonconscious ones. This is not a statement about whether animals have conscious experiences but rather about the difficulty, in the absence of verbal report or other acceptable, rigorously based forms of reporting/commentary,110 of knowing whether they do, and if they do, what such experiences might be like.


  Humans have a particular thing in mind when they say they feel fear or anger or joy. And many, probably most, people find it useful to assume that their pets have similar kinds of experiences. But when such assumptions lead scientists to look for fear or other emotions in animals, they end up pursuing something that cannot be readily verified. In some sense, we can’t help attributing thoughts and feelings to animals,111 as anthropomorphism may be an innate feature of the human brain.112 It is certainly a part of everyday folk notions about how the mind works.113 We are even prone to anthropomorphizing when observing inanimate objects. For example, if human subjects watch a video screen on which a large triangle is chasing a small circle, and the triangle keeps bumping into the circle even when the circle changes course, the subjects interpret the triangle as aggressive and the circle as fearful.114


  However, the fact that a belief or attitude is natural, or even innate, does not necessarily mean that it is scientifically correct.115 For millennia common sense has told humans that the earth is flat, and still does. We are perfectly fine continuing to make that assumption while driving a car, even over long distances, because in our conscious experience at any given moment, it is effectively flat. Not all practical activities of daily life need to be based on scientific facts. We can treat our pets as if they have feelings (I certainly do), even as we acknowledge that their brains work differently, and possibly in ways that are not capable of making conscious experiences such as those we have.


  The problem arises when we transfer such everyday assumptions into our understanding of the brain. Earlier, I noted that the part of psychology that is concerned with people’s conscious feelings, beliefs, and desires may always depend on the use of language from everyday folk psychology (sometimes scientific terms in fact become part of folk psychology). But because we cannot make the same assumptions about the brains (and thus minds) of other animals that we can about humans, we cannot simply transfer the language of human conscious experience to them. Animals cannot label and interpret survival circuit activity in the ways made possible by human language. They may experience something, but it is incorrect to assume that their experience is the same as, or even similar to, what a human experiences when his or her defensive survival circuit is active. Too often, the language of human conscious experience is used to describe processes in animals that work nonconsciously in humans. We need a sharper conception of these processes in humans so that we can know how to talk about both human and animal behavior.


  As I noted in Chapter 1, to experience fear is to know that YOU are in danger. This involvement of the self in fear, and the rapid and inevitable morphing of fear into anxiety, makes human fear and anxiety unique. Even if consciousness is present in other animals in some form, it can’t exist in the way made possible by the human brain.


  The key issue, for me, is: How far can we go in explaining behavior without having to call upon conscious states in animals? I think pretty far, since like human behavior much of animal behavior is controlled nonconsciously. Remember, nonconscious does not mean nonmental. It just means the organism was not explicitly aware that the process was happening in its brain. As I noted above, attribution of consciousness to explain a particular class of behavior, or a specific exemplar within such a class, should, whether in humans or other animals, only be done when the behavior cannot be explained by processes that operate nonconsciously.


  I have no problem with speculation about the existence of consciousness in animals. My problem is when those speculations come to be taken as a given, based on assumptions rather than data. Good science can be driven by wild speculation. But when speculation about what seems to be true is treated as truth, we run into problems. Scientists have an obligation to draw a line in the sand between speculation and data, and to help others outside their field recognize where the divide occurs, even if it is fuzzy at the edges. This is especially important in areas of research that are of interest to the general public and that are being used to help understand and treat problems that plague people. Miscommunication can result in inaccurate translation of scientific findings into clinical applications.


  RETHINKING THE EMOTIONAL BRAIN


  The view of emotion that I’ve described in this chapter can be summarized succinctly. Often, when scientists (including me) have used the label “emotion,” we have been talking about the consequences of survival circuit activation. These circuits do not exist to make us or any other animal feel a certain way. Their function is to keep the organism alive. Emotion is the feeling an organism has when it consciously experiences these consequences. Keeping separate the processes that detect and respond to significant events from the processes that generate feelings is thus key to making progress in understanding what emotions actually are and how they work. Although these processes are related, conflating them only impedes a genuine understanding of the emotional brain.


  In recent times scientists have either attributed too much to conscious feelings (the commonsense view) or have not granted feelings enough of a role (the typical central state view). My aim here is to develop a view that strikes a balance, giving feelings a central role in the science of fear and anxiety while not giving them more credit than they deserve.





  


  CHAPTER 3


  LIFE IS DANGEROUS


  “As soon as there is life there is danger.”


  —RALPH WALDO EMERSON1


  A number of years ago I had an Australian colleague who freely shared bits of wisdom from down under. He often used an expression that stuck in my mind: “Time for a kangaroo’s breakfast—a quick pee and a look around.” That colloquialism appealed to the template of quaint yet crude folksy sayings stored in my brain from a rural Louisiana childhood. But as a scientist, I was troubled by the order of the sequence. I didn’t know much about kangaroos, but imagined that they lie down when sleeping and stood up to pee. I also assumed that these animals live among predators, in which case they should first have taken a quick look around while close to the ground before standing up and announcing their presence on the landscape. Why risk life for a few seconds’ head start on bladder relief?


  For most animals, life is a constant struggle to survive from moment to moment, day to day, and year to year. But not only do they have to be on the lookout for bloodthirsty brutes seeking a meal, they also have to find food, drink, and shelter, and if their species is to survive, they have to reproduce. Each of these survival activities comes with some risk of being eaten by hungry predators or beaten by territorial enemies. If you’ve ever watched nature shows on television, you know that animals don’t usually lounge around after a meal or a coital encounter—it’s more a matter of “eat and run” and “slam-bam, thank you, ma’am.” Behavioral choices in the wild reflect the fact that life is a dangerous undertaking.


  Fortunately, although humans have to a great degree developed ways to get through the day without having to be concerned about being devoured, other threats do plague the “anxious animal,” which our species certainly is. We may face fewer physical threats on a daily basis, but we more than make up for their absence with our brain’s capacity to anticipate threatening events, including some that may never happen. Yet the animal ways are still in our brains and are called upon whenever we encounter a barking dog, are challenged by an aggressive colleague or stranger, or face any kind of situation that has the potential to cause us physical or psychological harm.


  In this chapter we continue our journey toward understanding how fear and anxiety work in the brain by exploring the ways in which animals, including humans, respond to present or future threats. This discussion will set the stage for considering in later chapters how conscious feelings of fear and anxiety come about. The focus of this chapter on laboratory studies of conditioning procedures in animals is also the basis for many of the ideas about ways to enhance the effectiveness of psychotherapy, described in later chapters.


  THREATS GALORE


  Predation is the ultimate threat in the wild, where the food chain rules. In the ocean little fish are eaten by bigger fish, which are eaten by even bigger ones. On land small mammals such as mice eat insects and seeds and are, in turn, eaten by cats, foxes, and carnivorous birds. We humans can often choose what to eat because we have created technological ways to overcome the larger size, greater strength, and superior predatory skills of many of our prey. You might say we are the ultimate predators.


  But being subject to predation in the name of nutrition is not the only source of danger in life. Other members of one’s own species can do a lot of damage as well, fighting over food, territory, and mates, and sometimes for no particular reason at all. Scientists distinguish predatory aggression from conspecific aggression, in which the former is directed toward another species and the latter toward members of one’s own.2


  Bad things also happen in nature that don’t involve being eaten or attacked by another animal. Consumption of rotten food can cause harm. So can dehydration—every cell in the body depends on fluids being kept in balance. And let’s not forget about temperature extremes, in which protection from the elements through shelter is also essential to life. When inner body temperature changes significantly, cells don’t do well; and when our cells suffer, so do we.


  These examples reflect the key survival needs that all organisms must satisfy in order to persist as individuals: defense against external harm, maintenance of energy and nutrition supplies, fluid balance, and thermoregulation.3 Each is controlled by innate circuits in the brain—the survival circuits discussed in the previous chapter. Although reproduction is not necessary for the survival of the individual, it is, of course, the basis of species continuity and has its own survival circuits.


  Survival functions are not independent of one another.4 Searching for food and drink, for example, often leaves an animal susceptible to predation, which puts defense in conflict with foraging. When a predator is detected, foraging and other survival activities are suppressed. Foraging, for its part, burns energy and can lead to heat and fluid loss, further increasing the need for food and drink. When energy supplies are low, activity levels go down to conserve resources for foraging. Shelter is used to regulate body temperature and also to hide from predators. When any of these survival needs are not met, or the activities associated with them are compromised, things go south. Life is indeed dangerous.


  FACTORY-INSTALLED DEFENSES


  All species have inborn ways of dealing with perennial threats such as those described above. Although there are many sources of harm in life, the defense mechanisms in the brain that evolved to deal with predation are a key foundation upon which fear and anxiety are built.


  The classic antipredation options are typified by the expression “the fight-flight response.” Coined by Walter Cannon in the early twentieth century, this well-worn nugget describes behaviors that occur in emergency situations where life or well-being is on the line.5


  “Frozen in fear” is another common expression that describes a vital defensive behavior. As noted by Darwin, “The frightened man at first stands like a statue motionless and breathless or crouches down as if instinctively to escape observation.”6 Indeed, freezing is a typical defensive response that is expressed in many species when threatened.7 But doesn’t freezing set you up for a quick end? In fact, the contrary is the case: Freezing is actually a quite effective antipredation response.8 For one thing, it helps reduce detection. Motion is an important cue used by predators, as movement can be seen at greater distances than other visual details. Also, if predator and prey are in proximity, movement is an innate trigger for attack.


  For many animals the key defensive strategy involves selection from a three-part menu: freeze first; flee if you can; and fight if you must9 (Figure 3.1).


  Freezing, fleeing, and fighting are defensive reactions automatically triggered by external stimuli and are expressed the same way (or very similarly) in all members of a species. Later we will contrast such reactions with defensive actions, responses that are learned by the individual because of their success in preventing harm.
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  Figure 3.1: The Defensive Trio: Freeze, Flight, Fight.


  In the presence of danger, many animals call upon a trio of defensive strategies, including freezing, fleeing, fighting.


  The trio of freeze, flight, and fight are fairly universal behavioral defensive reactions in mammals and other vertebrate species. But some species have other options available,10 such as “playing dead,” which is also called tonic immobility. Like freezing, this behavior can help prevent attack, but whereas in freezing muscles are contracted and poised to be used in fight or flight, in tonic immobility the body is flaccid. Another such response is defensive burying: Rodents will use their paws and head to shovel bedding materials (in the laboratory) or dirt (in the wild) toward an aversive stimulus. Other behavioral options include making loud noises; retreating into a shell; rolling into a tight, impenetrable ball; choosing to live in a predator-free or predator-inaccessible area, such as underground; or relying on safety in numbers by living and foraging in a group.


  In addition to these behavioral defense reactions, there are a variety of other options, mostly involving either permanent or inducible body characteristics.11 Some animals have armor, sharp spikes, or poisonous spines. Others use crypsis, a kind of natural camouflage that helps avoid being detected and attacked by changing skin or feather coloration to blend in with certain features of the environment, or deimatic behavior, which involves making one’s body look bigger, stronger, meaner, venomous, or assuming some other threatening trait. Darwin pointed out that the goose bumps that appear on our arms and legs in response to a threat are a vestige of our hairier ancestors, who made their fur stand on end to make themselves appear larger in stature.


  Predator and prey are opponents in a continuous game of hide and seek. But in spite of the way I’ve described this dynamic so far, the seeking is not always done by vision. Many mammalian predators rely on odors (especially pheromones present in urine, feces, and fur)12 for tracking, whereas prey use vocalizations as warning signals.13 For example, rodents have evolved the ability to issue alerts by emitting ultrasonic vocalizations that are not detectable by the auditory system of feline predators.14


  Life is not static—evolution is an ongoing process, not an end state. Prey are an element of the adaptive environment of the predator, just as predators are for prey. For that reason it makes perfect sense that over the course of time, predator and prey evolve to adapt more effectively to each other.15 If, for example, a prey species has some trait that is useful in avoiding a predator, those predators that have their own traits that put them at an advantage relative to that defensive feature in prey will increase in number. Pressure then returns to the prey to adapt to this newly evolved population of predators. This process has been called the evolutionary arms race.16


  We tend to think of these antipredator strategies as ways of protecting one’s own hide. However, as evolutionary biologists point out, inborn defenses are not necessarily all directed toward self-survival. Some defenses are useful in protecting the survival of one’s mates, offspring, or other members of the social group or species.17


  THE PHYSIOLOGICAL SUPPORT OF DEFENSE


  In the late 1890s Walter Cannon, who would later introduce the fight-flight concept, was researching the digestive system of animals.18 He noticed that when an animal was stressed, its digestion was disrupted—specifically, the peristaltic contractions of stomach muscles ceased. This led him to pursue the role of the nervous system in emotionally arousing situations. He went on to explore how the autonomic nervous system (ANS) controls the physiology of the body in challenging circumstances, such as those involving threats or other stressors. Cannon called this the emergency response, a term he used interchangeably with fight-flight response.


  The ANS has two components, the sympathetic and parasympathetic divisions (Figure 3.2). These each send nerve fibers to the various tissues and organs of the body and regulate their function. The classic view is that the sympathetic division takes control in situations that require energy mobilization, such as when life or well-being is on the line, and the parasympathetic division counters the sympathetic response and restores balance (or homeostasis) in the body once the threat is over.19 While this view is still generally accepted, it is now recognized that the two divisions interact in more complex ways than originally thought.20
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  Figure 3.2: Some Functions of the Sympathetic and Parasympathetic Divisions of the Autonomic Nervous System.


  The two divisions of the autonomic nervous system (ANS) often work in opposite ways, such that if the sympathetic division stimulates an organ, the parasympathetic will inhibit it. In this way, the ANS can arouse the body to meet demands and restore balance when circumstances change.


  Cannon noted that defensive behaviors are energy demanding and that activation of the sympathetic nerves is essential for managing energy resources. Thus, sympathetic nerve activity increases respiration, which helps convert lactic acid into glucose and provide muscles with their main source of energy. In addition, it raises heart rate, increasing the flow of blood through the circulatory system to aid in the delivery of energy to the muscles. Sympathetic nerve activity also commands the adrenal medulla to release the hormone adrenaline (epinephrine), which, Cannon proposed, stimulates the conversion of glycogen in the liver into glucose, adding more energy supplies. The sympathetic nerves also participate in the redistribution of blood in the body in order to direct energy to the muscles needed for fight or flight. To do this, blood flow has to be reduced in areas such as the gut and skin and increased in the limbs. This is achieved by constricting and relaxing blood vessels in the relevant body tissues. The decreased flow in the skin has the added benefit of reducing blood loss in the event of a wound. Cannon used the term “sympathoadrenal system” to describe this combination of sympathetic nerves and adrenal medullary hormones underlying the fight-flight reaction.


  It is often not appreciated that there are two distinct classes of physiological adjustments controlled by the ANS. The first is an innate physiological response that anticipates a certain innate behavior.21 Thus, when the defense system detects danger, it initiates both behavioral and physiological responses that have been “wired in” by their usefulness. This is what Cannon’s emergency reaction was all about. But in addition, when any behavior is performed, whether the behavior is innate or learned or just a random occurrence, metabolic support is needed to carry out the response to its completion. Such homeostatic adjustments occur on the fly rather than by way of innate programming and are regulated by specific momentary needs of the body. This helps explain why physiological responses correlate better with simple innate reactions than with complex learned emotional behaviors,22 as the latter can be quite variable from person to person and thus do not show a reliable pattern across individuals the way responses associated with innate behaviors do.


  Hans Selye, working around the same time as Cannon, extended the emergency reaction system to include the adrenal cortex and its hormone, cortisol.23 Cortisol, a steroid hormone, also contributes to energy regulation. It is released from the adrenal cortex by adrenocorticotrophic hormone (ACTH), which itself is released by the pituitary gland.


  As a result of Cannon and Selye’s work, the emergency reaction (or alarm response, as Selye called it) came to be viewed as being controlled by two complementary physiological axes: the sympathoadrenal axis, involving the sympathetic nervous system and adrenaline released from the adrenal medulla, and the pituitary-adrenal axis, involving the release of cortisol from the adrenal cortex (Figure 3.3). The response of the sympathoadrenal axis is rapid, occurring within seconds of encountering a threat. The pituitary-adrenal axis, by contrast, is slower and not fully expressed for minutes or even hours.24


  It is common to discuss the sympathoadrenal and pituitary-adrenal systems as responsible for making us feel “stressed out.” This flows naturally from Cannon’s idea of an emergency reaction and Selye’s of an alarm response, as well as Selye’s notion that stress leads to three phases of response: alarm, resistance, and exhaustion. In modern times, the work of Bruce McEwen, Robert Sapolsky, Gustav Schelling, Benno Roozendaal, and James McGaugh has shown how the negative consequences of stress, especially those mediated by cortisol, not only affect memory and other cognitive functions but also compromise immune function and lead to illness.25 But as these investigators all emphasize, the purpose of the so-called stress response is to help the organism adapt, not to wear us out or make us feel bad. It is only when the stressful event is prolonged and especially intense that the negative consequences result, and resistance gives way to exhaustion.


  The psychiatrist Donald Klein has proposed another physiological response, the suffocation alarm response,26 which is triggered by internal physiological threat signals, such as an excess of carbon dioxide (hypercapnia), leading to “air hunger” (shortness of breath). Whereas the sympathoadrenal and pituitary-adrenal responses are relevant to all forms of fear and anxiety, the suffocation alarm system is particularly relevant to a subgroup of patients with panic disorder. These people, Klein suggests, have a hypersensitive suffocation alarm system, which falsely detects a dangerous level of CO2 and leads to hyperventilation, which in turn produces an actual rise in CO2 (due to short, fast inspiration). The resulting dizziness and light-headedness lead the person to misinterpret the physiological changes and worry and dread follow in the panic-stricken person. Klein’s hypothesis is supported by data27 but is viewed as controversial by some researchers.28
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  Figure 3.3: Endocrine Support of Defense: Sympathoadrenal and Pituitary-Adrenal Systems.


  The sympathoadrenal system (also known as the fight-flight system) and the pituitary-adrenal system are both responsive to threat processing by the amygdala. The sympathoadrenal system involves nerves from the sympathetic nervous system (SNS) that terminate on various target organs and tissues, including the adrenal medulla. SNS activation of the adrenal medulla releases epinephrine and norepinephrine into the bloodstream, allowing these hormones to influence many of the same organs and tissues affected by the nerves of the SNS (see Figure 3.2). Hormones of the adrenal medulla do not cross the blood-brain barrier and have to affect the brain indirectly. The pituitary-adrenal system involves the paraventricular hypothalamus (PVN), connections to the pituitary gland, and the release of adrenocorticothropin hormone (ACTH) into the bloodstream. ACTH then binds to receptors in the adrenal cortex to release cortisol, which, in turn, is distributed to many sites within the body and within the brain as well.


  (BASED ON RODRIGUES ET AL [2009].)


  SELECTION PROCESSES CONTROLLING INNATE DEFENSIVE REACTIONS


  Defending themselves is not just something that animals do occasionally—for many, it is a way of life. In the wild an encounter with a predator or other forms of danger is always possible. Animals, or rather their brains, have to adjust their behavior in accordance with this momentary threat potential while still engaging in routine daily activities. When a threat does suddenly appear, the brain has to quickly resolve what action to take, as delays or mistakes can be costly. So how does the brain determine what to do? We’ll look at ideas that have been proposed to account for the choice of defense responses in the framework of the defensive behavioral trio described above: freezing, fleeing, and fighting.29


  The classic view is that distance from the predator is the key factor determining whether to freeze, flee, or fight—with freezing being the optimal response at moderate distances, fleeing at closer ones, and either fighting or fleeing when the predator is about to strike or has made contact.30 But Robert and Caroline Blanchard, pioneering researchers in this area, proposed a more subtle rule: Although distance is important, other factors also contribute, such as the environmental support stimuli.31 They argued that whether you flee, freeze, or fight when in proximity to danger depends on the situation: Escape occurs if there is a way out; otherwise freezing results. Fighting only occurs if the predator is directly front and center and is about to attack or has already done so.32


  Research by Michael Fanselow suggested that this theory might need modification.33 He modeled predator-prey interactions by giving rats a training session in which a light predicted an electric shock and reasoned that if the Blanchards’ environmental conditions theory was correct, the rats should freeze if they were trapped but should flee if they were provided an escape route. His findings showed that freezing resulted regardless of the environmental options, which led him to propose a very influential idea called predatory imminence theory.


  According to this theory, the defensive behavior of prey has to be understood in relation to the momentary imminence of the predator. In an effort to thwart being eaten, the prey’s behavior changes systematically as the imminence of the predator changes. The prey’s goal is to remove itself from the predatory sequence, and the behaviors that are relevant in doing so differ depending on where the predator and prey are in the sequence, which, from the point of view of the prey, can be broken down into three major stages.


  The first is the baseline condition, in which a predator has not been detected. This is called the preencounter stage. Once the prey detects the predator, the encounter stage begins,34 in which freezing is the dominant or default response. If this enables the prey to avoid being detected by the predator, the animal can then flee to safety, provided that there is an escape route. (Escape thus has a role but is secondary to freezing in priority.) If and when the predator also detects the prey, and manages to close in, then the next mode in the sequence occurs. Circa-strike refers to the time immediately before or after the predator makes physical contact with the prey. Here the prey’s options become fighting or fleeing (or, in some animals, playing dead). The predatory imminence theory is depicted in Figure 3.4.
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  Figure 3.4: Fanselow’s Predatory Imminence Theory.


  According to this theory, the defensive behavior of a prey organism can be understood in terms of the relation of the prey to the predator at various points in the predatory sequence. The prey’s goal is to exit from the sequence as soon as possible to prevent an unsuccessful defensive effort, which will likely result in harm, or even death.


  (BASED ON FANSELOW AND LESTER [1988].)


  According to Fanselow and Robert Bolles, threats activate a defensive motivational state in the brain, which restricts the animal’s behavioral options to its species-specific defensive repertoire.35 Given that freezing, fleeing, and fighting are innate response programs that are hardwired into brain circuits, the response selection problem can be reduced to a question of circuit activation. Threats activate defensive survival circuits, and this lowers the threshold for the expression of each of the defensive responses. Freezing has the lowest threshold and so is activated first. But then the prey’s changing position in the imminence sequence triggers the activation of a new response and the inhibition of other options. As the sequence unfolds, the particular state of activation and inhibition of each response can rapidly change: Freezing gives way to fleeing or fighting, either of which may, in turn, give way to the other.


  As in other central motive state theories, the defensive motivational state proposed by Fanselow and Bolles is presumed to dictate the responses that occur. But as I noted in Chapter 2, I differ on this point. The defensive motivational state, in my view, is a consequence, not a cause, of the responses that result when a survival circuit is activated by a threat: the survival circuits cause brain arousal and the expression of defensive behaviors and supporting physiological changes, which produce signals that feed back to the brain; the defensive motivational state is the result, not the cause, of all this. That said, once a defensive motivational state exists, it may contribute to the selection of additional responses to help cope with the threat. In particular, avoidance and other learned instrumental responses that help cope with potential danger are greatly influenced by the defensive motivational state.


  Fanselow and Bolles, as discussed in Chapter 2, did not regard the defensive motivational state as a subjective experience (conscious feeling) of being afraid.36 They and other central state proponents viewed subjective states as unnecessary (and counterproductive) in understanding how environmental conditions are translated into behavioral outcomes via processes in the nervous system of animals or people. By default, then, they assume that defensive motivational states are nonconscious states. I obviously agree that defensive motivational states are nonsubjective (nonconscious) states elicited by threats. But in contrast to these theorists, I think the subjective experience—the conscious feeling of fear and anxiety—can and must be accounted for if we are to truly understand fear and anxiety. In research on humans, this can be done.


  In summary, the prey’s present relation to the predator (is there a predator in the area, has it detected you, and how close is it?) and environmental conditions (do they support escape?) are significant aspects in determining what the prey will do defensively. But some other factors are also important.37 One is the nature of the threat: Not all predators are equally dangerous. Another is the group dynamic: Do others have to be protected (mate, offspring, other members of the group)? If so, fighting may have to trump fleeing and freezing. Still another is whether physical defenses are available (armor, camouflage). Another key factor is learning and memory—past experience about similar situations and about the success of responses in those situations that the organism can draw upon.


  DEFENSIVE EXTRAS IN THE SERVICE OF SURVIVAL: THE ROLE OF LEARNING AND MEMORY


  Given that inborn defenses are automatically elicited by circumstances, how do prey ever manage to perform novel adaptive responses to threatening conditions? It’s often useful for evolution to do the “thinking” initially in an encounter with danger, but we know that there’s more to behavioral control than innate reactions to innately programmed or learned stimuli.


  Learning is a particularly important supplement to evolution’s defensive gifts. Learning gives you a leg up in the quest to survive and thrive; rather than having to start from scratch each time, memory allows the past learning to enhance survival now.


  We will consider several ways that learning helps cope with danger. In Chapter 2, I discussed how learning is studied scientifically using Pavlovian and instrumental conditioning. Here, I will elaborate. Through Pavlovian threat conditioning, stimuli associated with danger in the past come to elicit innate defense reactions in anticipation of the actual danger in the present. Through instrumental conditioning, novel actions are acquired via their consequences with respect to their particular outcomes that allow escape from or avoidance of harm. Habits are instrumental actions that have become so ingrained that they lose their relation to the outcomes that established them and are routinely repeated in the relevant context. Let’s look at these forms of behavioral learning in more detail.


  ONCE BITTEN, TWICE SHY: PAVLOVIAN CONDITIONING OF DEFENSE REACTIONS


  A rabbit is having a cool drink from a pond on a hot summer afternoon. Suddenly it is attacked and wounded by a bobcat but manages to escape. The rabbit is likely to store information about that experience, such as cues associated with the bobcat itself (such as its odor and any sounds that it made as it was about to strike) as well as cues about the location where the event occurred. This is Pavlovian conditioning in the real world.


  Pavlovian conditioning is not just part of the daily experiences of animals in the wild but also the fundamental way that the human brain learns about threats. As noted in Chapter 2, it is generally considered to be an example of associative learning, in which relations are formed between stimuli (between the CS and US). The US changes the meaning of the CS in such a way that the CS can elicit innate defenses and physiological responses. It is thus stimulus-stimulus association learning—learning about the predictive value of the CS in warning that the US is likely to follow. It is not response learning: The response is innate and simply comes to be elicited by the CS. Pavlovian conditioning thus makes it possible for a novel stimulus that occurs in connection with danger to initiate defensive responses in anticipation of the predicted danger.


  Conditioning occurs not only to the specific CS that predicts the US, but also to the context or situation in which the event occurs. In our rabbit example, the rabbit came to be conditioned not only to the cues directly related to the bobcat, but also to the place where it encountered the predator. In the laboratory, animals will freeze when placed back in the chamber where conditioning occurred. For this reason, conditioned responses elicited by the CS itself are usually tested in a novel context; otherwise it is hard to separate the effects of the cue from those of the context. Pavlovian conditioning to a specific CS as opposed to the background stimuli present are often distinguished with the terms “cued conditioning” (Figure 3.5) and “contextual conditioning” (Figure 3.6).


  Some scientists use the odors of predators instead of neutral sounds or sights in laboratory experiments in an effort to create a more naturalistic version of Pavlovian conditioning. Although predatory odors are innately threatening and will themselves elicit freezing and other defense responses,38 they can also serve as CSs. Thus, pairing a predatory odor with a shock US can produce conditioned responses that are stronger than those to the odor itself.39


  Although the usual view is that Pavlovian conditioning links a weak biologically neutral stimulus with a strong biologically significant stimulus,40 “weak” and “strong” here are relative terms. They depend on the inner state of the organism, the environmental conditions that exist at the time, and the organism’s stored history of past internal and external states of these types.


  The effects of conditioning can be undone, or, more accurately, suppressed, by extinction: repeated exposure to the CS without the US following41 (Figure 3.7). If the rabbit visits the watering hole a few times and nothing happens, the cues there will, through extinction, lose their potency as threatening stimuli. Extinction is not memory erasure but instead a form of new learning in which the original memory that indicated that the CS is dangerous is inhibited by new information indicating that the CS is safe. Just as the initial learning of threat conditioning is said to involve a CS-US association, the learning of extinction is said to depend on a “CS–no US” association. However, the original memory, which is still present, is susceptible to being revived in various ways, such as by the passage of time, returning to the place (context) where the conditioning experience occurred, or by pain and stress.42 As we will see later in the book, extinction plays a key role in exposure therapy, which is a mainstay in the treatment of anxiety, and the fragility of extinction is a problem for treatment.43
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  Figure 3.5: Pavlovian Threat Conditioning: Cued Conditioning.


  In cued conditioning, a specific stimulus, such as a tone, is the conditioned stimulus (CS) paired with an unconditioned stimulus (US), such as footshock. The conditioned response elicited by the CS later is typically measured in a novel chamber so as to separate responses elicited by the tone CS from responses conditioned to the chamber where the shock US occurred (see Figure 3.6). Freezing behavior is commonly measured, but a variety of other responses, such as autonomic nervous system changes, can be measured as well. A tone that has not been paired with the US will typically elicit much less freezing than the tone paired with the CS.
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  Figure 3.6: Pavlovian Threat Conditioning: Contextual Conditioning.


  In context conditioning, an unconditioned stimulus (US), such as footshock, occurs in a certain chamber but its occurrence is not signaled by a phasic cue conditioned stimulus (CS). The context itself is a continuously present CS. Conditioned responses are then elicited when the subject is returned to the conditioning context, and are considerably weaker in a different context.


  Another important variant of threat conditioning is safety learning44 (Figure 3.8). People with anxiety disorders often are impaired in detecting the difference between threat and safety.45 Laboratory studies of safety conditioning typically involve two CSs, one that is paired with shock and one that is not.46 The unpaired stimulus is the safety signal. Obviously, it is very useful to learn to discriminate safety from danger. However, sometimes people become overly reliant on safety cues. For example, if one can only feel safe in a social situation when accompanied by a friend, this can become a problem since it’s not always possible to call upon these kinds of support. One goal of therapy is to help “wean” the anxious person from the use of safety signals.47
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  Figure 3.7: Extinction of Threat Conditioning.


  Extinction is a process by which repeated presentation of the conditioned stimulus (CS) without the unconditioned stimulus (US) weakens the ability of the CS to elicit conditioned responses. When extinction is successful, the conditioned responses tested some time after extinction training are weaker. However, a variety of conditions can result in the return of previously extinguished responses.


  A key advantage of Pavlovian threat conditioning as a research tool is that it can be used very similarly in humans and animals.48 But two variants of Pavlovian conditioning are particularly relevant to humans. These are observational and instructed conditioning (Figure 3.9).


  Through observational learning49 one can develop a conditioned response to a CS by simply watching someone else be conditioned with that CS paired with shock.50 People often learn about danger from observing its effects on others, such as seeing someone being harmed, either in real life or on television or in films. Although some animals also exhibit instances of social transmission of threat information,51 this is a capacity in which our species specializes.


  The other particularly human variant is called instructed Pavlovian conditioning, in which information about potential threats is conveyed by verbal instruction.52 Children, for example, learn about danger from the teachings of parents and caretakers. Companies instruct employees how to stay safe at work. In laboratory experiments, simply telling a subject that a CS is likely to be followed by a shock is sufficient for the subject to develop a conditioned response to the CS, even if the shock never occurs.53
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  Figure 3.8: Threat vs. Safety Conditioning.


  Just as the brain can learn through conditioning that a stimulus predicts harm, it can also learn that stimuli predict safety (the absence of harm). In safety conditioning, the conditioned stimulus (CS) becomes a predictor that the unconditioned stimulus (US) will not occur. Thus, in safety conditioning, and in contrast to threat conditioning, the absence of the CS results in conditioned freezing responses.


  STAYING OUT OF HARM’S WAY: INSTRUMENTAL AND HABITUAL AVOIDANCE


  The expression of innate defense responses like freezing and related physiological reactions in the presence of innate or learned threats is of course very useful. But organisms can also learn completely new behaviors—novel responses that are acquired as a result of their success in escaping or avoiding harm. For example, if the rabbit in the scenario above manages to escape from a bobcat at the watering hole by squeezing into a small hole in a nearby tree, the success of this maneuver will be stored and may well be called upon if the rabbit detects a bobcat or other predator in the future, and a small hole in which to escape is available. It may even be called upon as a way to avoid being noticed. Although there may be limits as to what one can do to escape or avoid harm, and differences in the ease with which different kinds of actions can be learned, a range of actions can serve as ways to escape or avoid harm.


  Learning to perform an action to escape and/or avoid harm requires that the default response, freezing, be suppressed: One can’t take action if frozen in place.54 Unlike freezing, escape and avoidance are not species-specific defense responses. Animals can use many different kinds of behaviors to escape and avoid (e.g., running away, jumping, rearing, climbing, swimming, pulling a chain, pressing a lever, and on and on), depending on what sorts of conditions they are in. These are not inherently or exclusively escape or avoidance responses; they are just motor actions that can, through learning, be used to escape or avoid, as instructed by past learning.
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  Figure 3.9: Observational and Instructed Conditioning in Humans.


  Humans are especially adept at learning by observation and instruction. In observational threat conditioning, the participant watches someone else receive an unconditioned stimulus (US) in relation to a conditioned stimulus (CS). When the participant is then exposed to the CS, conditioned responses are expressed, even though the US was never directly experienced with the CS. Similarly, people can be instructed that when a certain CS appears they are likely to receive a US. Even though the US never occurs, the CS acquires the ability to elicit conditioned responses. (Image provided by Elizabeth Phelps.)


  As we’ve seen, behaviors that are learned as a result of the success of their outcome are said to be instrumental responses (responses that are instrumental in obtaining a goal or outcome). The ability to acquire new instrumental behaviors provides the organism with a wider range of options in dealing with danger. Instrumental, goal-directed learning is often described as response-outcome (R-O) learning.55 In the laboratory, instrumental learning of actions to cope with danger is studied by using active avoidance conditioning tasks (Figure 3.10). In a typical experiment, a rat is placed in a box with two compartments.56 A sound is played, and at the end of it a shock is delivered. The rat, of course, freezes the next time it hears the sound. So far, this is standard Pavlovian threat conditioning with a sound CS and a shock US. But if the CS and US are repeated, the shock US will begin to elicit random movements, and at some point the animal will end up in the other compartment, where there is no shock. It then learns that it can escape from the shock by running to the other compartment. It eventually also learns that escaping to the other compartment when the tone comes on will avoid the shock altogether. Once a rat has learned the avoidance response, the presence of the CS, by virtue of its relation to the US, then becomes an incentive, a stimulus that motivates behavior: the CS not only tells the brain when to perform the learned avoidance response, it also regulates the vigor of the avoidance behavior.


  Some have argued that conditioned avoidance responses may look like they are instrumentally learned but are really just species-specific defenses.57 However, our findings, described in the next chapter, show that the neural circuits that underlie innate reactions like freezing and learned actions like avoidance are distinct, making these unique kinds of behavior and not simply variants of species-specific defense responses.


  Many of the criteria for evaluating instrumental responses come from appetitive conditioning studies with food or addictive drug reinforcers, and, for technical reasons, it has been difficult to conduct studies of this type in research using aversive stimuli (especially shocks) as reinforcers. I am less concerned with whether avoidance responses are in some abstract sense strictly instrumental than with whether these are an interesting category of responses that deserve to be investigated. I have little doubt that this is the case. Studies described below are consistent with this view, and my laboratory is now vigorously pursuing these issues.
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  Figure 3.10: Active Avoidance.


  Active avoidance conditioning involves a tone conditioned stimulus (CS) and a shock unconditioned stimulus (US). At first the subject freezes to the CS. Over time, though, it learns that if it crosses to the other side of the chamber when the tone appears, then the shock US can be escaped from or even avoided altogether. Responses such as these that are learned by their consequences are thought to be goal-directed or instrumental responses. In contrast to the reactions elicited by a Pavlovian CS, instrumental responses are actions that are emitted in the presence of the CS.


  The outcome achieved in successful avoidance conditioning likely depends on the fact that the response both prevents the shock US from occurring and also terminates and/or prevents exposure to the threatening CS. That CS termination can, on its own, produce the learning of a new response has been shown through studies using a task called escape from threat58 (often less appropriately called escape from fear59). In this procedure, rats undergo Pavlovian conditioning in one chamber, and then some time later are placed in a new chamber where the CS is presented. The rats freeze, but if they make any movement, the CS is terminated. Over time they learn to shuttle or perform other responses that turn the CS off. The only reinforcement in this scenario is escape from the CS—there is no shock involved in the learning of the new response.60 Essentially, this separates the Pavlovian and instrumental components of avoidance learning into two separate procedures and allows the reinforcing effects of the CS to be assessed independently of reinforcement by the shock US. Studies performed by Chris Cain in my laboratory with this task support the idea that escape from the CS, rather than just avoidance of the US, contributes to avoidance learning (Figure 3.11).61
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  Figure 3.11: Escape from Threat.


  Escape from threat is an active avoidance task in which the Pavlovian and instrumental phases are separated. First, Pavlovian conditioning occurs with a tone conditioned stimulus (CS) and a shock unconditioned stimulus (US). Then the subject is placed in a novel chamber and learns to shuttle to the other side when the CS comes on. This allows escape from the CS. Then, over time, the subject learns to shuttle back and forth continuously to avoid the CS altogether. This task is thus motivated and reinforced by CS termination rather than by the US, since the latter never occurs in this chamber.


  In avoidance and escape from threat, termination or prevention of the CS is the reinforcement that strengthens the response. Because it involves the removal or prevention of a stimulus, it is called negative reinforcement; an example of positive reinforcement would be the use of food to reinforce a response in an animal that has not eaten for a while. Thus, positive and negative in this context do not imply valence (goodness or badness) but instead presence or absence. And because the stimulus is reinforcing because of prior Pavlovian conditioning (association of the CS with a US), it is a conditioned reinforcer. Avoidance and escape from threat are thus dependent on conditioned negative reinforcement.62


  The most common view of the nature of the negative reinforcement signal resulting from CS escape/avoidance is that it results from the relief of fear.63 This idea is central to the theory of avoidance proposed in the 1940s by O. Hobart Mowrer and his colleague Neal Miller.64 They argued that avoidance is a two-factor learning process. First, the warning sound, which predicts shock, becomes a Pavlovian CS. Then actions that enable escape from the shock, and eventually from the CS, are learned instrumentally by their outcome. Mowrer and Miller proposed that the Pavlovian CS elicits a state of fear, and during the instrumental phase, responses that allow escape from the shock reduce the fear. These responses are learned because fear is an unpleasant experience, and its reduction is reinforcing.


  The idea that the CS elicits “fear” and that escape from the CS results in “relief” builds on hedonistic theories that assume reinforcement depends on the subjective experience of the pleasure of reward or the displeasure of punishment or pain.65 Therefore, when the CS is terminated, the reinforcement comes from the dissipation of fear. I question the value of viewing brain states elicited by threats as subjective feelings. Although some fear-reduction theorists treat fear as a nonsubjective central state, that still begs the question of how the reduction of a state of fear, whether subjective or nonsubjective, increases the likelihood of a behavior. As we will discuss in the next chapter, in neuroscience, reinforcement is thought of as a cellular and molecular process that occurs in specific circuits. Calling upon relief from a feeling of fear to explain learning raises more questions than it answers in terms of how this might occur in the brain. Cellular processes such as those underlying reinforcement and motivation are better thought of as contributing ingredients that help construct feelings, rather than as feelings themselves. Conscious feelings, I argue, are cognitive elaborations of the more basic nonconscious processes.


  The two-factor Mowrer-Miller theory, in spite of being criticized by some,66 remains an important part of the conceptual foundation underlying the use of exposure therapy to control fear or anxiety.67 I believe that this two-factor theory can be salvaged by a reconceptualization of the nature of the reinforcement signal. The reinforcement, in my view, is not due to fear reduction but to a reduction of components of the nonconscious defensive motivational state that the CS triggers. That is, behaviors that eliminate the CS are reinforced because the CS is no longer activating the defensive survival circuit, and this, among other things, changes the level of neuromodulators, which are known to be important as reinforcement signals in survival circuits and instrumental action control areas.68 This will be explained in terms of specific circuits and chemical modulators in the next chapter.


  Avoidance can become very persistent: an animal or person who learns how to successfully avoid the actual danger may never again experience it. The response is self-perpetuating because, as noted, there is never an opportunity to test whether the CS is still a reliable predictor of the US. As a result, the underlying association between the response and the negative reinforcing effects of the CS and US can never be extinguished; because the negative outcome fails to occur, avoidance is further reinforced.69 The anxious person also develops false beliefs that the avoidant actions prevented the negative outcomes,70 and these provide a layer of cognitive support of pathological fear and anxiety that has to be treated as well (see Chapters 10 and 11).


  When an avoidance response becomes self-sustaining in this way, it is no longer goal directed and has become an automatic stimulus-response habit.71 The CS automatically triggers the avoidance response, even if the CS is no longer associated with the US. Just as freezing is an innate response that is automatically elicited by a CS acquired during Pavlovian conditioning, a habit is a learned response that was instrumental (goal directed) but that loses its relation to the goal and then comes to be automatically elicited by stimuli that had been connected with the goal.


  Habitual avoidance prevents the brain from entering into a defensive state—there is nothing to defend against if you know how to avoid danger.72 Habitual avoidance learning can simplify life by making it less stressful73 but can also have an adverse side—it can become so mechanized that it is performed when not needed or even when it is maladaptive. Many people with anxiety disorders, for example, will go to great lengths to avoid situations that elicit anxiety, even when such behavior is detrimental to other life goals.74 We will consider the two faces of avoidance in more detail later, when we discuss pathological anxiety toward the end of the book.


  Humans don’t always have to go through prolonged training to avoid harm. We are able to use observation and instruction and can create avoidance concepts or schemas upon which to draw as stored action plans.75 When we encounter threats, they can trigger avoidance and motivate its performance. Given the hypersensitivity of anxious people to threats, learned or schematized avoidance can be easily activated and drive behavior in pathological ways.


  The CS thus plays at least four different roles in relation to avoidance. Initially, it is a Pavlovian CS associated with a shock and elicits freezing. Then, if freezing can be overcome, the CS functions as a reinforcer that makes escape, and ultimately avoidance, learning possible. Once the avoidance response is learned, the CS becomes an incentive that motivates the performance of the avoidance response in anticipation of the threat, or escape if the threat is present. And if avoidance becomes habitual through extensive repetition, the CS becomes a trigger of the habit.


  
    
      
        	
          Table 3.1: Four Roles of a CS in Avoidance

        
      


      
        	
          1. Pavlovian Conditioned Stimulus (CS): Elicits innate defense responses (freezing and support physiological changes) after being associated with an aversive unconditioned stimulus (US)

        
      


      
        	
          2. Conditioned Negative Reinforcer: Promotes learning of responses that terminate exposure to the CS and US (escape) and ultimately prevent exposure to the CS and US (avoidance)

        
      


      
        	
          3. Conditioned Incentive: Motivates performance of the learned avoidance response

        
      


      
        	
          4. Habit Trigger: If avoidance becomes habitual, the CS will trigger the response even if it is no longer associated with prevention of the CS and/or US

        
      

    
  


  THREATS ALSO FUNCTION AS INCENTIVES THAT GUIDE LEARNED ACTIONS


  When we undergo Pavlovian and instrumental learning, we not only learn to react or act, but also pick up information about the stimuli and responses themselves. In particular, we learn the incentive value of Pavlovian conditioned stimuli, the value of responses, and the value of outcomes (reinforcers) in relation to responses. These various values are useful when deciding what to do in novel situations, whether to approach or avoid certain stimuli, and estimating what kind of outcome might be expected for certain possible courses of action.76


  Stimuli that have acquired incentive value through association with positive or negative outcomes can have profound effects on behavior. An animal foraging for food can use food-related Pavlovian cues as incentives to help locate suitable sources of nutrition while using predator-associated cues as incentives to help stay safe in the process. The contribution of Pavlovian incentives to decision making is often studied by examining the effects of a CS on some instrumental behavior.77 For example, if a rat has learned an instrumental response such as pressing a bar to get food, a Pavlovian CS previously associated with the same or even a different food will facilitate performance of the food-motivated instrumental response; a CS associated with water will either produce less or no facilitation because the motivation underlying the response is different from the motivation underlying the incentive value of the CS; and a CS associated with shock will suppress food-motivated behavior. The opposite occurs for aversive instrumental responses; a Pavlovian CS associated with shock facilitates performance of shock-motivated avoidance.78


  We humans use learned incentives to select which products to buy and which people to befriend and trust. But incentives can also steer us in maladaptive directions. Cues associated with food can give rise to cravings in the absence of hunger and stimulate overeating, just as drug-related cues can give rise to cravings and induce relapse in addicts.79 In social situations, use of the wrong cues to judge trustworthiness can get people into trouble—for example, trusting someone because he is attractive and funny rather than because he is reliable. And, as noted above, incentives can also motivate maladaptive avoidance responses in people with problems related to fear and anxiety.80


  Incentives are the flip side of drives.81 Drives such as hunger are said to motivate from within: They push us toward goals that can satisfy biological needs. Incentives, in contrast, pull us toward goals. Although both are important aspects of motivation, incentive motivation plays an especially important role in everyday decision making, even about how to satisfy biological needs. Nutritional needs, for example, can be satisfied in many ways, and the incentive value of different options often determines how we decide what to eat, and can even lead to eating when we don’t need to biologically. Similarly, when in danger, we may initially freeze but then have to make a decision about our next action. This involves an assessment of the risks implied by the aversive incentives present.


  RISKY BUSINESS


  So far we’ve looked at defense in relation to specific, detectable, and immediately present threats. But not all threats are of this type. Sometimes organisms find themselves in unfamiliar situations, are exposed to unexpected stimuli (such as a sudden noise), or are in conditions where danger is possible or even likely, all of which raise the alert level. In each of these circumstances, risks have to be assessed about threats that are not actually present and whose occurrence and likelihood are uncertain. Because there is no actual threat, such behaviors are typically said to be more relevant to anxiety than fear. Uncertainty is present when there are conflicting goals (approach versus avoid) or a mismatch between what we are expecting and what actually happens. Uncertainty about the future and how to prepare for various possible outcomes is a significant factor in fear and anxiety disorders.82


  Risk is defined in terms of both external and internal factors. Proximity to a threat is an external factor, though some threats are inherently more dangerous than others (a snake at your feet versus a snake behind a glass window at the zoo). Internal factors include other motivational conditions that are at play at a particular moment (the need to eat versus the risk of exposure to harm) as well as individual traits (one’s inherent tolerance/aversion to risk) based on genetic background and past experiences.83 The amount of risk in a given situation can also vary as the situation unfolds over time. (Recall the predatory imminence hierarchy—risk is low in the preencounter phase, rises rapidly when the predator is detected, and changes again if the predator is close enough to strike.) Risk also rises when one needs to approach a dangerous situation.


  For example, consider the behavior of a rat in a situation in which it has not eaten for a while and has entered a potential danger zone in search of food.84 The rat will actively avoid bright, unprotected areas, remaining frozen next to the closest structure that provides some protection. It uses small movements of its head, whiskers, and nostrils to scan the visual, acoustic, and olfactory cues present. Larger movements, when they occur, are very slow, often with the body stretched out and close to the ground. Such risk assessment behaviors allow active evaluation without attracting attention. If danger is not detected, foraging can proceed, but still in small, cautious increments. These are highly significant experiences for prey; once completed, even if danger was not encountered, hours or even days may pass before routine daily activities, such as eating, drinking, or sex, fully resume. Better safe than sorry.


  Because the uncertain nature of future events is a particularly important factor in fear/anxiety disorders,85 many laboratory tests that are designed to be animal models of human anxiety create situations in which the outcome is not predictable by the stimuli that are present.86 This is achieved in various ways, such as changing the reliability with which a Pavlovian threat CS occurs as a predictor of the US,87 using a prolonged CS that creates uncertainty about when the perceived threat will end,88 or placing the animal in an open space where it is unprotected or in situations where it faces some sort of conflict.89


  As we saw in Chapter 2, Jeffrey Gray and Neil McNaughton argue that risk assessment behaviors in situations of uncertainty, especially situations where there is a conflict between the need to approach and avoid, are the result of a central state of behavioral inhibition.90 According to their theory of anxiety, when an animal or human is in this state, the negatively valenced cues increase in significance, which counters the tendency to approach a risky goal in spite of the need to do so; the result is the avoidance of harm by remaining immobile. This kind of avoidance strategy is called passive avoidance and is quite different from the active avoidance behaviors described above (Figure 3.12). In passive avoidance, harm is avoided or postponed, not by taking action, but by risk assessment during inaction.


  Inaction in the course of passive avoidance is very difficult to distinguish from freezing if one is simply observing behavior. However, there is evidence that the two do differ. For example, some drugs, especially benzodiazepines, that reduce passive avoidance do not affect freezing to a specific stimulus.91 It is generally accepted that passive avoidance is not simply a freezing reaction but is instead, at least in part, an instrumental action learned by its consequences.


  [image: Image]


  Figure 3.12: Passive Avoidance.


  In contrast to active avoidance, in passive avoidance harm is prevented by withholding a response rather than performing one. One way to structure the passive avoidance task is to take advantage of rats’ innate preference for dark over brightly lit areas. If a rat is placed in a chamber with both dark and light areas, it will quickly move to the dark area. It then receives a shock in the dark area and is removed from the apparatus. The next day, the rat, when put in the bright area, will avoid going to the dark area—avoiding shock by withholding its natural response.


  Some people who suffer from severe anxiety avoid exposure to stressful situations by staying at home in spite of the potential adverse consequences of missing work and being socially isolated. This passive avoidance behavior, like the active forms of avoidance described above, can also become a learned habit that successfully avoids harm. Because the threat is prevented, the passive avoidance response is reinforced and becomes stronger and stronger.


  It is important to emphasize the complexity and modularity of risk assessment. Different brain systems use different criteria for deciding what to do in risky situations.92 For example, people who smoke know consciously that it is bad for their long-term health but do it anyway because this activity is controlled by nonconscious systems that operate by different rules and that win out over conscious control systems.


  WHO’S IN CHARGE?93


  A key question is: who (or what) is actually doing the deciding when we make decisions in daily life, whether about threatening or more mundane circumstances. The term “decision making” may seem to imply that the conscious mind is doing the heavy lifting, but in human decision-making research, there is much discussion about the role of nonconscious factors as well.94 Following Daniel Kahneman’s pioneering work,95 current models adopt a dual-processing approach involving two decision systems (in which “system” has a psychological rather than a neural meaning).


  System 1 is a fast, implicit system that operates automatically and without the need for conscious intervention. Most if not all of the effects of Pavlovian incentives on actions involve this automatic process. Advertisers who place products in the context of sexual symbolism, for example, are hoping to create Pavlovian incentives (by pairing the product with sexual arousal) that influence behavior nonconsciously. System 1 also uses mental shortcuts, so-called heuristics.96 If you find yourself in danger—say, faced with a bear on a country road—you may decide to run based on the generalization that large, fat animals on all fours are slower than light two-legged ones. A strategy like this allows decisions to be made rapidly on the basis of limited information, economizing on mental workload, hopefully without sacrificing too much in terms of accuracy. Although heuristic decision making is natural and often useful, it can also steer you wrong. Bears, in spite of their size, are swift on their feet; and many cases of medical misdiagnosis result from decisions based on heuristics rather than a more extensive evaluation.97


  System 2 is slower and deliberate, and is often said to involve careful reasoning and consciousness. But the degree of rationality and the involvement of consciousness in System 2–type decisions are both debated. The idea that we are rational decision makers is part of our folk psychology and leads people to believe that they are in charge of their behavior.98 In actuality, much research suggests that we lack direct knowledge of the processes and motivations underlying our decisions and behaviors99 and instead we often confabulate explanations for them after the fact, making them seem more rational than they are.100 Our sense that our conscious minds are running the show is part fact and part fiction.101 Thus, even slow, System 2 decisions are not necessarily based on well-reasoned, conscious decision-making processes.102 Furthermore, just because you are consciously aware of some decision you made does not mean that you are aware of the motivational causes that went into the decision-making process. We have to distinguish the outcome of a decision-making process from the process itself. And it is always hard for the conscious mind to presently know which was in play when we made a decision in the past, even if the decision occurred just a moment earlier.


  We become conscious of brain activities on a need-to-know basis. Our initial response to danger often needs to be fast as we are better off responding first nonconsciously with what has worked in the past. Once we are consciously aware that we are in danger, though, the resources of consciousness can also be used to help solve the problem at hand. Through consciousness we can use factual information and personal experiences stored as memory to help evaluate the implication of possible actions for our present and imagined future self.


  Still, the default assumption to prove wrong about any decision is that it was made nonconsciously. Although consciousness plays an important role in human decision making, if we give it more credit than it deserves, we run the risk of masking its real contributions. The trick is figuring out when we really consciously decide as opposed to when, after the fact, we consciously explain decisions that were made unconsciously. This is an especially thorny issue for our legal system.103


  NEXT, THE BRAIN


  Research on the role of the brain in psychological processes depends on the availability of behavioral tests to measure the psychological process. Fortunately, in the area of threat and defense, as we’ve seen in this chapter, very detailed behavioral approaches are available. We will build on these in the next chapter, where the brain mechanisms of threat processing and defensive behavior are discussed.





  


  CHAPTER 4


  THE DEFENSIVE BRAIN


  “It’s a dangerous business, Frodo, going out your door.”


  —J.R.R. TOLKIEN1


  All living things are composed of cells. Some organisms consist entirely of a single cell—bacteria, for example. That one cell has to take care of everything required for life, which, although efficient, also limits what the organism can do. Complex organisms (i.e., animals) have many cells organized into systems that perform specialized functions, an arrangement that provides more flexibility in the daily quest to stay alive and well. For example, mammals like us have digestive, respiratory, circulatory, reproductive, and musculoskeletal systems, among others. The unique function of each is made possible by the kinds of specialized cells it has and how they interact—cells of the digestive system process food and convert it into sources of energy and nutrition; cells in the respiratory system take in air and extract oxygen for use in metabolism; cells of the endocrine system release hormones to regulate metabolism and other functions; cells in the cardiovascular system move blood around in the body in such a way as to distribute energy, nutrients, oxygen, and hormones to tissues in need of these resources; and cells of the musculoskeletal system make motility (behavior) possible. The nervous system, which includes the brain and spinal cord and nerve pathways from these to various body organs, glands, and tissues, coordinates all of the other systems so that the body can work as an integrated unit.


  This chapter explores the role of the nervous system, especially the brain, in defense, one of the most important behavioral activities in which animals engage. Eating, drinking, sex, and other survival behaviors can be postponed for long periods without life-threatening consequences. But in dangerous or potentially dangerous situations, a delayed response to threats can be deadly. The brain thus has to rapidly select musculoskeletal patterns that constitute the most appropriate behavioral response. It also has to manage cardiovascular, endocrine, respiratory, and many other responses that provide the physiological support needed for energy-demanding defensive behaviors. Before turning to the details of how defensive activities are controlled by the brain, it will be useful to first briefly summarize some basic principles of brain structure and function.


  A FEW KEY POINTS ABOUT BRAIN ORGANIZATION


  The brain has two kinds of cells: neurons and glial cells (Figure 4.1a). Neurons are involved in communication of information. Glia play complex roles in the brain,2 one of which is to help neurons do their job. Although glial research is on the rise, our main concern here is with neurons themselves.


  Most cells in the body communicate with one another by releasing chemicals that affect other cells in close proximity. Neurons, though, can communicate across vast distances as well as in their local vicinity. This is due to the fact that neurons are unique in having fibrous appendages (dendrites and axons) that extend out of the cell body (also called the soma). These fibers send and receive inputs from other neurons. Neurons have many dendrites, which are especially important in receiving inputs from other neurons; typically, though, neurons have only one axon, the main structure that they use to send out messages. Although there is only one, the axon branches, allowing a single neuron in one area to communicate with many neurons in another or several other areas.


  Two messaging systems underlie neuronal communication. One, within the neuron, involves transmission from the soma to the ends of the axon, and the other involves communication from the axon to other neurons, often by way of their dendrites. The communication process starts when an electrical firestorm, called an action potential, is generated in the soma (Figure 4.1b). This electrical response then travels down the axon. When it reaches the ends of the axon branches, the second part of neuronal communication begins; the action potential results in the release of a chemical transmitter from the axon endings (Figure 4.1c). The neurotransmitter then binds to receptors on other neurons, primarily on their dendrites (fibrous extensions that receive inputs) but also on the soma or axon.


  The junction between two neurons is the synaptic cleft, or synapse for short. It is via synaptic transmission that neurons communicate with one another. Some neurons are excitatory and help trigger activity in other neurons, whereas others are inhibitory and suppress activity in other neurons. Synaptic connections between neurons within a particular brain area or subarea form local circuits or networks (Figure 4.1d). Connections between circuits in different areas form systems that have specific functions.3
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  Figure 4.1: The Brain in Brief.


  See text for explanation. Neuron and glial drawings in a, b, and c, based on http://www.ninds.nih.gov/disorders/brain_basics/ninds_neuron.htm. e. Drawing of the vertebrate brain based on Figure 2.4 in Bownds (1999). i. The drawings of lateral cortex in different mammals are based on Figure 2.4 in Bownds (1999).
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  The brains of all vertebrates have three major zones (Figure 4.1e and 4.1f). The hindbrain, necessary for the primary functions of life (such as breathing and heartbeat), is the most similar across vertebrates. Damage there is often lethal. The midbrain, which is responsible for normal patterns of sleep and wakefulness, is also fairly similar across species, though not to the same degree as the hindbrain. The greatest differences across vertebrates are in the forebrain, which has several components.


  The forebrain of mammals and other vertebrates consists of the cerebral cortex and underlying subcortical areas. Cortical areas account for much of the volume of the human brain (Figure 4.1g). The cerebral cortex of various mammals is depicted in Figure 4.1i.


  Cortical areas belong to either the neocortex or allocortex. The neocortex is the wrinkled outer layer, the most prominent and visible part of the human brain (Figure 4.1g). It was so named because it was thought to be a new addition to the brain that appeared with evolution of mammals, a view that has since been challenged.4 It has six identifiable layers, or laminae, of neurons. The allocortex has fewer laminae (typically only three or four) and is not visible unless the two halves of the brain are pulled apart, as it is located in the medial wall of the hemispheres. The allocortex is thus often called the medial cortex,5 and the neocortex is called the lateral cortex.6 Sometimes medial cortical areas are referred to as the limbic cortex. I avoid this term because of its relation to the controversial idea known as the limbic system theory of emotion.7


  
    
      
        	
          Table 4.1: Abbreviations of Key Brain Areas Discussed in This Book

        
      


      
        	
          NEOCORTEX

        

        	
          SUBCORTICAL FOREBRAIN

        
      


      
        	
          Prefrontal Cortex (PFC)

        

        	
          Amygdala (Amyg)

        
      


      
        	
          PFCL, lateral prefrontal cortex

        

        	
          BA, basal nucleus of the amygdala

        
      


      
        	
          PFCDL, dorsal lateral PFC

        

        	
          CeA, central nucleus of the amygdala

        
      


      
        	
          PFCM, medial prefrontal cortex

        

        	
          LA, lateral nucleus of the amygdala

        
      


      
        	
          PFCDM, dorsal medial PFC

        

        	
          Extended Amygdala

        
      


      
        	
          PFCVM, ventral medial PFC

        

        	
          BNST, bed nucleus of the stria terminalis

        
      


      
        	
          Parietal Cortex (PAR)

        

        	
          Basal Ganglia

        
      


      
        	
          

        

        	
          CPu, caudate-putamen (dorsal striatum)

        
      


      
        	
          

        

        	
          NAcc, nucleus accumbens (ventral striatum)

        
      


      
        	
          

        

        	
          Subcortical Midbrain

        
      


      
        	
          

        

        	
          PAG, periaqueductal gray region

        
      

    
  


  Subcortical areas lie below the cortex (see Figure 4.1g). Although there are many such regions, several will be examined repeatedly in this book, most of which are part of the forebrain: areas of the amygdala, extended amygdala (a group of areas related to but somewhat different from the amygdala), basal ganglia, thalamus, and hypothalamus. Areas of the subcortical midbrain that will be discussed include the periaqueductal gray region and a group of areas collectively known as arousal systems (Figure 4.1h).


  For ease of discussion, I will use only a few abbreviations when speaking about brain areas. These are noted in Table 4.1.


  STIMULATING TIMES


  By the end of the nineteenth century, it was known that the expression of rage behaviors (defensive attack or fighting) depends on subcortical brain areas because damage to the neocortex did not disrupt such reactions.8 Later, Walter Cannon used the term “sham rage” to describe these responses because he believed that, without the involvement of the cortex, the feeling of rage could not be experienced.9 As we saw in the previous chapter, Cannon was particularly interested in the autonomic nervous system, and he showed that diffuse activation of its sympathetic division occurs during sham rage, as indicated by increases in blood pressure and heart rate, piloerection (goose bumps), sweating, and release of epinephrine from the adrenal medulla.


  The same pattern of sympathetic activation had been found by researchers earlier in the twentieth century using the technique of electrical stimulation to explore the brain mechanisms controlling the autonomic nervous system in anesthetized animals.10 The rationale for this approach was that because neurons generate electrical responses when they are activated, artificially stimulating them should mimic the response that occurs when they are activated naturally. With this method, the hypothalamus, a subcortical region at the base of the forebrain, was identified as playing a key role in controlling body functions via the sympathetic nervous system. On the basis of these findings, Cannon hypothesized that the hypothalamus is the subcortical area responsible for integrating defensive (rage) behavioral and physiological responses in emergency situations.11


  Cannon’s student Philip Bard pursued the hypothesis.12 Because it was not technically possible at that time to electrically stimulate the hypothalamus in awake, behaving animals, Bard used the lesion method. When he disconnected the hypothalamus from the cortex and other upper areas of the forebrain, animals could still exhibit rage like behaviors and supporting physiological responses when provoked. But when he disconnected the hypothalamus from lower areas in the midbrain and hindbrain (which connect the brain with the spinal cord in ultimately executing behavioral and autonomic nervous system responses), the rage response and physiological changes no longer occurred (Figure 4.2).


  By the 1940s the technique of electrical stimulation had been refined as a tool for studying brain function, and findings in anesthetized animals further confirmed the role of the hypothalamus in the control of the sympathetic nervous system.13 But particularly important was the development of the ability to stimulate the brain of awake animals while they engaged in normal daily activities.14 With this approach, stimulation of the hypothalamus and other subcortical areas was found to elicit a variety of behaviors that are critical for the survival of the individual or species, including defensive, eating, drinking, and sexual behaviors. These effects were thought to reflect the fact that survival behaviors are innately programmed in ancient subcortical circuits. Just as Cannon and Bard hypothesized, behavioral defense responses and supporting physiological changes are both controlled by the hypothalamus; moreover, the behavioral and physiological responses in rage could both be elicited from the exact same region of the hypothalamus by electrical stimulation.15


  [image: Images]


  Figure 4.2: How Cannon and Brad Produced Sham Rage.


  When brain areas below the hypothalamus were separated from the hypothalamus and the rest of the forebrain, provocation of the animal resulted in little or no rage behavior. But if the hypothalamus was left connected to the brainstem, provocation resulted in rage. The behavior was called sham rage since Cannon and Brad felt that without the cortex being able to participate in the response control, the true experience of rage could not occur.


  (BASED ON LEDOUX [1987], AS MODIFIED BY PURVES ET AL [2001].)


  The upstream and downstream areas that enable the hypothalamus to play its role in defense were also identified.16 These were the amygdala and periaqueductal gray matter (PAG), respectively. Thus, the defense response elicited by amygdala stimulation could be disrupted by damaging the hypothalamus, and the effects of hypothalamic stimulation could in turn be disrupted by damaging the PAG. The amygdala, hypothalamus, and PAG thus appeared to be linked in a serial defense circuit (Figure 4.3). These findings added weight to the idea, which had emerged from other research, that the amygdala and related areas of the so-called limbic system were key areas in the processing of “emotional” stimuli and, via outputs to lower areas of the brain, in controlling “emotional” responses.17 But, as I mentioned in previous chapters, the limbic system theory, though still very popular, is a scientifically dubious notion.


  Recall from Chapter 3 that the sympathetic response that occurs in relation to defensive behaviors is not simply a homeostatic adjustment to the behavior. Both defensive behavior and the preparatory physiological response are innately programmed reaction patterns.18 Homeostatic adjustments occur to match the metabolic needs of the specific behavior as it unfolds, but the initial physiological response is a prewired reaction that unfolds much the same in all animals within a species.19
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  Figure 4.3: Hypothalamically Elicited Rage and the Amygdala-Hypothalamic-PAG Rage Pathway.


  (Left) Electrical stimulation of the hypothalamus elicited rage and attack responses. (From Flynn [1967].) (Right) Rage could also be elicited from the amygdala and periaqueductal gray area (PAG). Lesions of the PAG prevented elicitation of rage from hypothalamic and amygdala stimulation and lesions of the hypothalamus prevented responses from amygdala stimulation. The amygdala, hypothalamus, and PAG thus seemed to be serially connected in the elicitation of rage.


  In situations like defense, physiological support is needed not only by the body. The brain, too, needs to be mobilized and energized, a process known as arousal.20 Brain stimulation studies in the 1940s provided the first clues about how brain arousal is regulated.21 Regions were found in the central core of the brain (especially in the midbrain and some areas of hypothalamus and thalamus) that, when stimulated in the absence of anesthesia, aroused the organism (Figure 4.4). This arousal system was shown to control sleep-wake cycles and alertness and vigilance while awake.22 Initially thought to be a product of a diffuse, undifferentiated, but interconnected, collection of neurons known as the reticular formation, arousal is now known to be regulated by populations of neurons that make and release specific chemicals called neuromodulators,23 including norepinephrine, dopamine, serotonin, acetylcholine, and others, which will be discussed later. The amygdala, as we will see, is involved in triggering brain arousal, as well as arousal of the body, in the presence of threats.


  Although the electrical stimulation method has continued to be used as a research tool to study innate defensive behavioral and physiological responses,24 it provides only a crude picture of the brain circuits involved in behavior and is problematic for other reasons.25 For example, it is typically assumed that neurons in the area stimulated are part of the response control circuit, but this is not necessarily the case. Electrical stimulation activates not only the neurons in a given location, but also the axons that pass through it. It is therefore possible that the actual neurons that control the behavior are located elsewhere and are being activated remotely via their input or output axons. Over the years efforts have been made to overcome the limits of the electrical stimulation method,26 and researchers today have the benefit of new approaches based on genetic tools that allow targeting of specific kinds of neural elements (neurons versus fibers) with unique physiological roles (excitatory versus inhibitory cells) and/or neurochemical signatures (cells containing a particular gene product—a protein such as an enzyme that synthesizes a particular neurotransmitter or hormone, for example).27 Such novel techniques have led to a reevaluation of some of the classic conclusions based on electrical stimulation. For example, the regions of the hypothalamus classically implicated in several innate responses, including attack28 and eating,29 are no longer thought to be involved.
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  Figure 4.4: The Arousal System Then and Now.


  The original view of arousal (top) postulated a diffuse network in the brainstem called the reticular formation that controlled sleep and wakefulness and alertness while awake (modified from Starzl et al [1951]. The new view (bottom) is that arousal functions are mediated by specific populations of neurons each of which manufactures a different neuromodulator, and these modulators are responsible for sleep, wakefulness, arousal, vigilance, etc. (based on España et al [2011]). Abbreviations: BF, basal forebrain; SN/VTA, substantia nigra/ventral tegmental area; LC, locus coeruleus; LDT/PPT, lateral dorsal tegmentum/pedunculopontine area; ACh, acetylcholine; DA, dopamine; 5-HT, serotonin; NE, norepinephrine.


  GET REAL


  Much of our current understanding of the brain’s control over defensive behavior and its physiological support is based on studies that have used real threats, sensory stimuli that activate defense circuits in a natural way as opposed to inducing defense by direct stimulation of the brain. The direct stimulation approach, whether based on electrical stimulation or current advanced technologies, is mainly useful for looking at the response control circuits (in other words, the output circuits). But by using threatening stimuli, the complete circuit can be identified, starting with the sensory system that processes the threat and continuing all the way through the motor system that controls the musculoskeletal, autonomic, and endocrine responses.


  Because this sensory-based approach examines the neural control of innate defense responses from the point of view of the eliciting stimulus, I will focus here on the kinds of stimuli that are most relevant to human threat processing—specifically, auditory and visual stimuli. Further, I will consider primarily auditory and visual stimuli that have acquired threat significance through Pavlovian threat conditioning, because this approach has revealed much of what we know about the threat processing circuits.30


  The basic circuit through which conditioned threats are processed by the amygdala was discussed in Chapter 2, where we learned that the two key areas of the amygdala involved are the lateral (LA) and central (CeA) nuclei. In this chapter we will discuss this topic in greater detail, looking specifically at what goes on within these amygdala areas and how they interconnect, as well as how other areas, such as the prefrontal cortex and hippocampus, contribute to threat processing by the amygdala (Figure 4.5).


  A stimulus becomes threatening by way of its association with something harmful. If you are bitten by a dog, the sight of that dog (or even a different dog) puts you into defensive mode and enables you to begin to protect yourself in anticipation of being bitten again (“once bitten, twice shy”). In order for this to happen, information about the sight and bite has to converge onto the same neurons in the amygdala. This convergence leads to an increase in the strength of the relation between the two stimuli. In 1949, the Canadian psychologist Donald Hebb proposed that when weak and strong stimuli activate the same neurons, the strong stimulus changes the chemistry of the neurons in such a way as to enable the weak stimulus to activate the neurons more strongly in the future.31 In our dog-bite scenario, the strong sensation from being bitten modifies the chemistry of the neurons such that the sight of a dog alone comes to strongly activate the neurons in the future (Figure 4.6).
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  Figure 4.5: Brain Processing of Conditioned Threats and Control of Conditioned Defense Reactions.


  The basic circuitry underlying the acquisition and expression of fear (threat) conditioning was depicted in Figure 2.3. Additional details about the processing of previously conditioned threats are shown here. The threat stimulus is transmitted to sensory processing areas of the thalamus and the cortex, both of which transmit to the lateral amygdala (LA). The LA in turn connects with the CeA directly and by way of other amygdala areas, such as the basal nucleus (BA) and intercalated cells (ITC). CeA then connects with downstream targets that separately control freezing behavior, sympathetic and parasympathetic responses of the autonomic nervous system (ANS), and hormonal secretions. CeA also activates the arousal system in the brain that releases neuromodulators such as norepinephrine (NE), dopamine (DA), acetylcholine (ACh), and serotonin (5HT). Processing in this circuit is regulated by higher-order areas of the cortex, such as medial temporal lobe areas (including the hippocampus and surrounding cortical areas) that contextualize threats and the various regions of lateral and medial prefrontal cortex (PFC) that modulate the intensity and persistence of the conditioned responses. Additional details are described in Figure 4.10 and in Chapter 11.
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  Figure 4.6: Once Bitten, Twice Shy: Associating Sight with Bite in the Amygdala.


  Before being bitten by the dog, his sight is a weak stimulus (in terms of its ability to activate the defensive survival circuit involving the lateral [LA] and central [CeA] amygdala and periaqueductal gray area [PAG]). While being bitten, the co-occurrence of sight of the dog (weak stimulus) is paired with the bite (strong stimulus). Later, the sight of the same dog, or even a different dog, activates the sight-bite association in the amygdala and thereby elicits defensive behavior, such as freezing, via the PAG.


  In an experimental setting, a tone or light that precedes an electric shock becomes a conditioned threat. This occurs by way of convergence of information about the tone or light (the CS) onto neurons in the LA that also receive information about the shock (the US).32 The strong US then changes the ability of the weak CS to activate the neurons.33 Numerous studies by my laboratory and others have confirmed that when the CS is paired with an aversive US, LA neurons do respond more strongly to the CS.34 Further, we and others have identified many molecules that contribute to the induction of these changes during learning and the stabilization of these changes in the storage of memory.35 Once the associative memory has been formed, the CS can, on its own, strongly activate LA neurons (Figure 4.7).


  The LA has several subareas.36 Evidence suggests that the learning and long-term storage of the association occurs in its dorsal region.37 When the CS occurs later, it activates the association there; via connections to the medial LA, the information is then distributed to several other amygdala areas. Ultimately, the CeA is activated to control the expression of the conditioned responses, including behavioral defense responses (especially freezing) and supporting physiological changes (see Figure 4.5).


  There are several routes by which the LA and CeA communicate (see Figure 4.5). First, there are direct connections between them. Second, there are connections from the LA to other areas, such as the basal amygdala (BA), which then connect to the CeA. Third, both the LA and CeA connect with a group of neurons called the intercalated cells, which function as an interface between the LA/BA and the CeA.38


  Information flow with the CeA involves complex interactions between two separate divisions that are reciprocally connected39 (see Figure 4.5). Neurons in the lateral division of the CeA receive inputs about the CS-US association stored in the LA (via the connections just described) and connect to the medial division, which, in turn, connects back with the lateral division. The medial CeA also sends outputs to the PAG40 to control freezing behavior.41


  Unlike the electrical stimulation results, studies using conditioned threat stimuli do not require the involvement of the hypothalamus in order for the stimulus to elicit defensive behavior via the PAG—direct connections from CeA to PAG are responsible here. However, innate defensive behaviors elicited by unconditioned olfactory threat stimuli do seem to require connections from the amygdala to the hypothalamus, and from there to the PAG, with somewhat different circuits involved when defending against a predator or an aggressive conspecific.42


  The CeA controls not only behavioral (freezing) responses but also changes in the body mediated by the autonomic nervous system and endocrine system43 (see Figure 4.5). Connections from the CeA to the PAG, although involved in controlling defensive behavior, are not involved in autonomic nervous system and hormonal responses elicited by a CS.44 Instead, connections from CeA to areas of the lateral hypothalamus,45 and from there to motor neurons in the hindbrain (ventral medulla), control sympathetic nervous system responses, such as increases in heart rate and blood pressure,46 all bypassing the PAG.47 Connections from CeA to other hindbrain areas (the dorsal motor nucleus of the vagus, the nucleus ambiguus) control parasympathetic responses that help restore balance when the threat subsides.48 And CeA connections to the paraventricular hypothalamus activate the pituitary-adrenal axis, releasing ACTH from the pituitary and cortisol from the adrenal cortex.49
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  Figure 4.7: Hebbian Mechanisms Underlie Threat Conditioning. (Left)


  Hebbian Plasticity occurs when the ability of a weak stimulus to activate a neuron is enhanced by co-occurrence with a strong stimulus that activates the same neuron. Pavlovian threat conditioning is an example of Hebbian learning since the ability of the conditioned stimulus to activate a neuron is enhanced by co-occurrence with activity in response to the unconditioned stimulus. A variety of molecular changes in the pre- and postsynaptic neuron contribute to memory formation during threat conditioning. Abbreviations can be found in the source article.


  (BASED ON LEDOUX [2002] AND JOHANSEN ET AL [2011].)


  As noted earlier, threats change not only the physiology of the body but also the physiology of the brain, arousing its level of alertness and vigilance, and increasing sensitivity to relevant (threatening) inputs.50 Threat-induced brain arousal is controlled by still other outputs of the CeA, in this case outputs to the neurons that release norepinephrine, serotonin, dopamine, acetylcholine, orexins, and other neuromodulatory chemicals throughout the brain.51 Arousal increases attention and vigilance in the face of threat or other significant environmental stimuli.52


  Although the LA is a key site of plasticity in threat conditioning, plasticity also occurs in the sensory areas that send inputs to the LA53 as well as in other areas of the amygdala, including the BA54 and CeA.55 However, plasticity in these other areas appears to depend on plasticity first occurring in the LA.56 For this and other reasons, the LA is thought to be a key site of plasticity in learning about danger.


  As noted above, the amygdala does not act alone to control defensive behavior. The medial prefrontal cortex (PFCM), especially its ventromedial region (PFCVM), connects with the amygdala (see Figure 4.5), and studies in rats show that these pathways play a key role in regulating information processing within the amygdala during the expression of defense responses.57 The prelimbic region of the PFCVM regulates the expression of responses on a trial-by-trial basis, determining the intensity of the responses for that occurrence of the CS. But particularly important for later chapters is the role of another region of PFCVM, the infralimbic region, in regulating changes that take place over repeated repetitions of the CS in the absence of the US. Thus, damage to the infralimbic region disrupts the ability to weaken the threat potential of the CS through extinction, which is a key process involved in exposure therapy for the treatment of maladaptive fear and anxiety in humans. It is generally thought that the PFCVM regulates the amygdala,58 and that this regulation is disrupted in people with pathological anxiety.59 The amygdala can be thought of as the accelerator of defensive reactions, and the PFCVM as the brake to them.60 The accelerator and brake analogy is discussed further and depicted in Chapter 11 (Figure 11.1).


  The amygdala is also connected to the hippocampus (see Figure 4.5), which has a role in the contextual control of defense.61 Thus, rats with damage to the hippocampus no longer freeze when they are in a conditioning chamber where shocks occurred, but still freeze if a tone paired with shock is presented in that chamber. Although threat conditioning generalizes across situations, we can also learn, through experience, to discriminate contexts that are dangerous from those that are safe.62 For example, being exposed to dangerous animals in a zoo is usually not a cause for alarm.


  Studies in humans cannot, so far, reveal in detail the contribution of subareas of the amygdala or cellular mechanisms in its functions. However, my NYU colleague Elizabeth Phelps and other researchers (Kevin LaBar, Ray Dolan, Arne Öhman, Mohamed Milad, Andreas Olsson, Daniela Schiller, Jorge Armony, Patrik Vuilleumier, Mauricio Delgado, and Fred Helmstetter, to name several) have confirmed the fundamental role of the amygdala in Pavlovian threat conditioning and extinction in people. Damage to the human amygdala prevents conditioning from occurring,63 and functional imaging studies show that neural activity increases in the amygdala during conditioning, as well as when the subject is later exposed to the CS.64 Further, these responses are present whether the subjects are consciously aware of the stimulus or not.65 As in rats, the hippocampus is involved in the contextual control of defense responses,66 and the PFCVM in extinction and other processes that regulate amygdala outputs.67 In the previous chapter, we noted that humans learn about danger from observing others or via instruction. Imaging reveals that amygdala activity increases in connection with both observational and instructed conditioning.68


  The neural control of freezing by a Pavlovian CS after threat conditioning in rodents is one of the best characterized neural systems responsible for behavior. Much is known not only about the neural system but also the cellular and molecular mechanisms involved in the learning and expression of the responses. The correspondence of findings in rats and humans shows that the rodent studies can be used to research mechanisms relevant to humans.


  Before leaving the threat-processing circuitry, I want to emphasize two recent sets of studies by my laboratory that have shed new light on some of the details about how associative learning occurs within the LA during threat learning. In the first, led by Josh Johansen, we used a new technique called optogenetics to demonstrate that the Hebbian hypothesis is indeed a correct account of threat conditioning—that strong activation of LA neurons by the US is sufficient to induce plasticity that changes the meaning of a CS in the LA and enables it to flow through the amygdala to activate downstream targets and trigger freezing. Of note, in this project, no aversive US was administered: the strong stimulus was simply neural, because we artificially activated LA cells as if they were being driven by a shock US. According to the Hebbian hypothesis, if LA cells are being strongly activated while a weak CS (tone) input arrives, the tone should, in principle, then be able to activate the circuitry and elicit defense responses. As depicted in Figure 4.8, this is exactly what we found.
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  Figure 4.8: Optogenetic Demonstration of Hebbian Learning in the Lateral Amygdala.


  The use of the optogenetic method to excite and inhibit neurons in specific brain areas was pioneered by Karl Deisseroth and Ed Boyden (Boyden et al, 2005). a. The steps involved in using optogenetics. b. The use of optogenetics to test the Hebbian learning hypothesis that during threat conditioning an association is formed when weak and strong inputs converge onto the same neurons in the lateral amygdala (LA). In this study, the channel rhodopsin viral construct (ChR2) or a control agent (GFP) was injected into the LA. After an incubation period, a conditioning session occurred in which a weak conditioned stimulus (CS: tone) was paired with a strong unconditioned stimulus (US: direct optogenetic depolarization of LA cells). This was sufficient to produce freezing to the CS in the paired animals that had the ChR2 but not the GFP injections during the test the next day. Animals that received the ChR2 injection but were conditioned using unpaired presentations of CS and the optogenetic stimulation did not freeze to the CS during the test. Part a. based on Buchen (2010), adapted by permission from Macmillan Publishers Ltd.: Nature News (vol. 465, pp. 26–28), © 2010. Part b. based on Johansen et al (2010).


  The second study, by Linnaea Ostroff, used a conventional but very powerful technique, electron microscopy, to reveal how threat conditioning results in changes in the structure of synapses in the LA of rats, showing that learning physically alters the brain in animals when memories about danger are formed.69 This finding is illustrated in Figure 4.9. The results, along with other evidence for so-called structural plasticity associated with various forms of learning,70 suggest that physical changes in brain architecture enable learning to persist over time in the brain. This is likely true for all forms of learning, including the learning that underlies acquisition of pathological fear and anxiety, as well as the learning that occurs when these conditions are successfully treated with psychotherapy.71
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  Figure 4.9: Visualizing Structural Changes in Lateral Amygdala Neurons After Learning.


  Linnaea Ostroff’s electron microscopic reconstruction of synapses in the lateral amygdala (LA) after threat conditioning. Note the neurotransmitter-containing vesicles (the small round structures) in the presynaptic axon terminal forming a synaptic connection with a dendritic spine. Two key findings are that learning results in the movement of the spine apparatus into the spine and in an increase in polyribosomes (PR), which are the basis for protein synthesis, a key step in memory formation. This is a static picture of structural changes that occur when the brain learns.


  [IMAGE COURTESY OF LINNAEA OSTROFF.]


  BEYOND REACTIONS


  Although Pavlovian conditioning results in the CS being able to automatically elicit innate defense reactions and physiological arousal, organisms can, in the presence of a threatening CS, also learn actions via their consequence in avoiding harm.72 Recall from Chapter 3 that this is studied in the laboratory using active avoidance conditioning procedures.73


  The neural mechanisms of avoidance74 are not understood as well as those responsible for Pavlovian conditioning. However, given that Pavlovian conditioning is the first phase of avoidance (see the discussion of the two-factor theory of avoidance in the previous chapter), in Synaptic Self I argued that it should be possible to build on the great progress made in studying Pavlovian reactions to try to understand avoidance actions.75 My laboratory thus began to work on aversive instrumental tasks with a tone as a warning signal and a shock as the US because this would, in principle, engage some of the same circuitry as Pavlovian conditioning with tone and shock.76 We’ve made significant progress in the last few years thanks to the work of Chris Cain, Gabriel Lázaro-Muñoz, June-Seek Choi, Justin Moscarello, Rob Sears, Vin Campese, Franckie Ramirez, and Raquel Martinez.77


  As described earlier, Pavlovian conditioning depends on the LA and CeA. We discovered that avoidance, in contrast, involved the LA and the basal amygdala (BA).78 To understand why this difference is important, let’s break down what goes on in the brain as the avoidance response is learned.


  We’ve seen how, early in the avoidance learning process, stimuli present when the US occurs become Pavlovian CSs that elicit freezing, and how this dominant tendency of the CS to elicit freezing has to be inhibited before avoidance can be learned—you can’t act if you are frozen in place.79 The inhibition of freezing is achieved by a redirection of information flow within the amygdala, preventing the LA from activating the freezing circuits of the CeA and instead allowing signals to travel from the LA to the BA and control avoidance behavior.80 If the CeA is damaged, avoidance is learned faster, because the conflicting freezing response is eliminated.81 Thus, the CeA, although not necessary for avoidance, has a regulatory role in avoidance learning.
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  Figure 4.10: Defensive Action Circuitry Builds upon Pavlovian Reaction Circuitry.


  The action circuitry is an extension of the reaction circuitry shown in Figure 4.5. The main difference is the connection from the basal amygdala (BA) to the NAcc of the ventral striatum, which allows the emission of actions under motivational influences signaled by information from the BA. For other abbreviations, see Figure 4.5.


  The redirection of information flow that allows avoidance to proceed is controlled by interactions between the amygdala and PFCVM.82 A key output target of the BA is the ventral striatum, especially the nucleus accumbens (NAcc) and specifically its shell subdivision; damage to or functional inactivation of this region disrupts avoidance.83 The active avoidance circuitry is shown in Figure 4.10 in relation to the circuitry of Pavlovian reactions.


  Imaging studies in humans are consistent with the animal findings: The amygdala, NAcc, and frontal cortical areas have all been implicated in active avoidance behavior.84


  The escape-from-threat variant of avoidance, which separates the Pavlovian and instrumental learning processes, is especially useful in isolating the role of the CS as a negative reinforcer during learning85 (see Chapter 3). (Recall that in the instrumental phase of the escape task, the only reinforcement that occurs is CS termination; the shock US is not administered.) Karim Nader and Prin Amorapanth pioneered this work in our laboratory, showing that damage to the LA and the BA, but not the CeA, disrupts learning of CS-terminating behaviors, and suggesting that the connection from the LA to the CeA has to be suppressed as the connection from the LA to the BA is brought online.86 The same amygdala circuits were later implicated in active avoidance conditioning. Thus, because the escape-from-threat task separates the Pavlovian and instrumental phases of learning, it is well suited for pursuing the nature of conditioned negative reinforcement in the brain.


  The most common hypothesis about the reinforcement signal in avoidance and escape from threat is that it involves the relief that occurs when CS termination reduces a hypothetical central state of fear that the CS originally elicits (see Chapter 3). If we are to understand how CS termination can strengthen a behavioral response, however, psychological notions like fear relief are not very useful. Instead, we need to pursue the source of reinforcement at the synaptic and cellular level. Specifically, we would not only need to know how the avoidance behavior reduces CS-driven neural activity in particular circuits, but would also have to establish that such changes are required for the learning to take place. Our specific hypothesis, which I hinted at in Chapter 3, is that the key neural changes produced by conditioned negative reinforcement occur at synapses in the pathway from the BA to the NAcc, and regulation of these synapses by neuromodulators, such as dopamine, is a key molecular event. This hypothesis is inspired by earlier work in appetitive conditioning (involving reinforcing stimuli such as food, sex, or addictive drugs) by Barry Everitt, Trevor Robbins, and their colleagues,87 and the work of Anthony Grace88 and Kent Berridge89 on goal-directed behavior circuits involving the NAcc. While most of my research funding has over the years come from the National Institute of Mental Health (NIMH), the National Institute for Drug Abuse (NIDA) has funded our work on the role of negative reinforcement in avoidance because of the importance of negative reinforcement in addiction.


  Once the avoidance response is well established and the response is performed habitually (see Chapter 3), the amygdala is no longer required for the process to be carried out.90 This is indicated by studies showing that damage to the amygdala has no effect on entrenched avoidance. The exact circuits that are responsible for habitual avoidance once the amygdala relinquishes control are not known. In conditioning that uses food or addictive drugs, the amygdala is also initially involved and cedes control when habits set in:91 At that point, the dorsal striatum, which sits above the nucleus accumbens (ventral striatum), is engaged.92 Although it is tempting to suggest that the dorsal striatum may be part of the aversive habit circuitry as well, existing data do not support this.93 Further elucidation of this circuit is especially important because of the role of habitual avoidance in anxiety disorders.94 But to repeat a point made in the previous chapter, avoidance can be useful or maladaptive for people troubled by debilitating fear and anxiety;95 this idea will be elaborated on in Chapter 11.


  ACTIONS GUIDED BY PAVLOVIAN INCENTIVE VALUES


  As noted in the last chapter, in situations in which challenges to well-being are present, you may not always have, from past learning, the exact kind of Pavlovian defensive reaction or instrumental avoidance response needed to save your skin. Nevertheless, the incentive values of stimuli acquired through Pavlovian conditioning can be used to guide decision making and choose a course of action in this novel context.


  The role of Pavlovian incentives in guiding decision making and behavior is often studied by examining the effects of a Pavlovian CS on instrumental responses.96 Research using appetitive incentives (food, sexually related stimuli, or addictive drugs) has consistently implicated several brain areas in these effects of Pavlovian incentive instrumental responses, including regions of the amygdala (lateral, basal, central), ventral striatum (NAcc), dorsal striatum, PFCVM, anterior cingulate cortex, and orbitofrontal cortex, as well as dopamine inputs to some of these regions.97 Human studies have also implicated the amygdala, ventral striatum, and frontal cortex, suggesting some similarity in neural organization across mammalian species.98 Although very little work has examined how aversive CSs affect aversively motivated responses like avoidance, my laboratory has begun to address this topic in rats and has shown that the LA and CeA play essential roles.99


  The fact that the amygdala has been implicated in processing both appetitive and aversive incentive stimuli suggests to some that it may be a general value-processing area in the brain.100 Others propose that subregions of the ventromedial, cingulate, and/or orbitofrontal cortex play this role.101 Because all of these regions have been implicated in value processing and are strongly interconnected, it seems that they may interact in value coding during decision making.


  UNCERTAINTY, RISK, AND THE BRAIN


  In the examples discussed so far, immediately present stimuli are used to guide behavior in situations where a threat exists. As we’ve discussed, however, an important feature of anxiety, as opposed to fear, is uncertainty about whether and when an impending danger will occur, how long it will last, and what actions should be taken in response to it. Although the effects of risk and uncertainty have been explored most extensively in other research contexts,102 I will focus here on the relation of uncertainty to risk assessment in situations of danger.


  Although the amygdala had long been regarded a central neural component in fear and anxiety circuits, damage to the amygdala has not reliably been found to interfere with performance in tasks used in animal studies to screen drugs for their ability to reduce anxiety in people. These “anxiety” tests, in contrast to tests involving a CS that predicts when danger will occur, mostly involve placing animals in situations in which there is uncertainty about whether danger exists, or in situations in which a CS has an unpredictable start and finish. Another brain area, the bed nucleus of the stria terminalis (BNST), which is part of what is called the extended amygdala,103 has often been found to play a role in such tests.104 Studies in healthy humans have confirmed the role of the BNST in processing uncertainty.105 The BNST thus seems to do for uncertainty what the amygdala does when there is a specific and certain threat stimulus.106 This important distinction between the roles of the amygdala and BNST in situations involving certain versus uncertain threats was first noted by Michael Davis.107
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  Figure 4.11: Amygdala and Extended Amygdala Connectivity: Reactions, Actions, and Threat Certainty.


  The amygdala controls defensive reactions based on threats that are present or highly likely to occur, whereas the bed nucleus of the stria terminalis is proposed to control reactions and actions based on uncertain threats.


  The connectivity of the amygdala and BNST108 helps illustrate their respective contributions to situations of certain versus uncertain harm (Figure 4.11). The BNST has many of the same output connections as the amygdala. Like the CeA, it links to circuits that control defensive behaviors such as freezing, as well as to circuits that control the autonomic nervous system, endocrine function, and brain arousal. Like the BA, it also connects with the hippocampus and PFCVM. This likely explains why the BNST can take over some defensive functions normally controlled by the amygdala if the latter is damaged.109


  The inputs to the BNST, by contrast, are somewhat different from those that go to the amygdala, which may be a key reason why these structures have different roles in behavior.110 The amygdala, by way of the LA, has extensive inputs from specific sensory systems. This enables particular threat cues to be evaluated and to trigger defensive responses by way of outputs of the central nucleus. The BNST, however, is more extensively connected with cortical areas involved in various aspects of cognitive processing, including the hippocampus and various regions of the prefrontal cortex (e.g., PFCVM, insula cortex, and orbitofrontal cortex). Although the hippocampus is best known for its role in memory, it is also associated with relational processing, including spatial relations, in which it is responsible for creating a map of the environment.111 This accounts for the involvement of the hippocampus in the contextual regulation of threat conditioning mentioned above. Environmental mapping is also a key component of risk assessment in situations of conflict and uncertainty. In assessing risk, the hippocampus obviously has to draw upon memory, though attention and other executive functions of prefrontal areas are likely to make their own contributions to the estimation of the value of possible behaviors and their outcomes. The contribution of the hippocampus is especially interesting in light of Gray and McNaughton’s behavioral inhibition theory, which proposes that the hippocampus, together with the septal region, is a major player in anxiety.112 The so-called septohippocampal system has received renewed interest in light of new studies showing that anxiety-like behaviors can be increased or decreased by genetic manipulations of neural activity in the hippocampus.113 The septum has also been implicated in Pavlovian threat conditioning and other defensive bahaviors.114


  Another important set of inputs to the BNST comes from the amygdala: Connections from the BA and CeA give the BNST access to the amygdala’s processing of specific threat cues. The BNST also connects back to the amygdala.


  Recent studies exploring the function of different components of the BNST add further insight into its role in aversively motivated behavior.115 For example, subregions of the BNST have cells that respond differently in situations of uncertainty and risk, with cells in one region triggering (and in others suppressing) risk assessment.116


  Earlier I described the role of connections from the basal amygdala (BA) to the nucleus accumbens in defensive actions such as avoidance. Like the BNST, the NAcc is part of the extended amygdala (as well as being part of the striatum—brain terminology is not always consistent) and has connections with both the amygdala and BNST. Connections of the NAcc with the BNST may contribute to action control in situations where threat is uncertain.


  The emergence of the BNST in various aversive behavioral tests that involve uncertainty suggests a way to integrate Gray and McNaughton’s behavioral inhibition system with the defensive (freeze-flight-fight) system. The BNST sits at the crossroads between defensive circuits involving the amygdala and accumbens and risk-assessment circuitry involving the septohippocampal circuitry and pre-frontal cortex. It thus may coordinate the two systems, balancing which dominates behavioral control, depending on the degree of uncertainty. At the same time, it should be noted that the amygdala, accumbens, prefrontal cortex, and septohippocampal system are all interconnected,117 and the preferential role in one behavior or another is more a matter of functional segregation and selective recruitment of circuits by behavioral demands.


  Uncertainty is the breeding ground of anxiety. But it is important to keep separate the brain state of uncertainty, which is by and large an unconscious factor that shapes brain processing and behavior, from the conscious feeling of anxiety, which can result from unconscious processing of uncertainty in ambiguous situations. They are related but not the same.


  ALTERATIONS IN THREAT PROCESSING AND DEFENSIVE RESPONDING IN PEOPLE WITH FEAR AND ANXIETY DISORDERS


  The brain mechanisms that are altered in fear and anxiety disorders can be understood in terms of the basic mechanisms underlying the processing of threats and the control of defensive responses in animals and healthy humans. The circuits that are responsible for these functions, as we have seen, are within the amygdala, ventral striatum (NAcc), extended amygdala (BNST), hippocampus, PAG, and various areas of prefrontal cortex (lateral and medial prefrontal cortex, orbitofrontal cortex, anterior cingulate cortex, and insular cortex).118 To illustrate how these brain areas, and connections between them, contribute to anxiety, I will draw upon a summary by Dan Grupe and Jack Nitschke, who synthesized much of the literature and proposed an uncertainty and anticipation model of anxiety.119


  Grupe and Nitschke noted that threat processing is altered in several ways in fear and anxiety disorders.120 Anxious people exhibit: (1) increased attention to threats; (2) deficient discrimination of threat and safety; (3) increased avoidance of possible threats; (4) inflated estimates of threat likelihood and consequences; (5) heightened reactivity to threat uncertainty; and (6) disrupted cognitive and behavioral control in the presence of threats. The role of the various brain areas in these six processes is illustrated in Figure 4.12. Below, I summarize some of the major conclusions drawn by Grupe and Nitschke about these processes and the brain mechanisms involved,121 though I have added some information that I thought they overlooked. Still, this is a cursory summary.
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  Figure 4.12: Uncertainty and Anticipation in Anxiety Disorders.


  Grupe and Nitschke (2013) argue that anxiety involves anticipatory responses that occur in situations involving uncertainty. They propose that six fundamental processes are altered in the brain in anxiety disorders. Some key brain areas implicated in each process are shown. The illustration is a modification of their Figure 1. Abbreviations: ACC, anterior cingulate cortex; AMYG, amygdala; BNST, bed nucleus of the stria terminalis; INS, insular cortex; HIPP, hippocampus; NAcc, Nucleus Accumbens; PAG, periaqueductal gray; PAR, parietal cortex; PFCDM, dorsal medial prefrontal cortex; PFCL, lateral prefrontal cortex; PFCVM, ventral medial prefrontal cortex; OFCM, orbital frontal cortex; STR, dorsal striatum.


  FROM GRUPE AND NITSCHKE (2013), ADAPTED WITH PERMISSION FROM MACMILLAN PUBLISHERS LTD.: NATURE REVIEWS NEUROSCIENCE (VOL. 14, PP. 448–501), © 2013.


  1. Increased Attention to Threats (Hypervigilance)


  A heightened sense of threat detection occurs in people who have generalized anxiety, which includes mostly everyone with a fear/anxiety disorder.122 In extreme cases nearly anything can be threatening and trigger defensive behavior (freezing, avoidance), increase brain arousal (through the release of norepinephrine and dopamine), and initiate stress responses (through activation of the ANS and the release of stress hormones, especially epinephrine, norepinephrine, and cortisol). The tendency to view benign stimuli as threatening is referred to as interpretation bias and occurs in both generalized anxiety and specific disorders.123 People who suffer from the latter have particular biases: Spider phobics can be especially sensitive to spider cues and not at all responsive to cues related to snakes or social situations; people with panic disorder can be unusually attuned to body sensations that might signal an attack; people suffering from combat PTSD can be highly sensitive to the sound of backfiring cars or the sight of blood or weapons.


  Most often an overactive amygdala is implicated in these heightened responses to threats.124 This focus on threats can prevent attention being paid to other factors that under normal circumstances might ameliorate the biased response. Amygdala activation engages the PAG, initiating defensive responses. Arousal systems in the basal forebrain and brain stem are also activated, facilitating processing in the amygdala, and in sensory areas of the cortex areas that are actively processing the threat.125 Cognitive processing systems in the cortex, such as the prefrontal cortex and the anterior cingulate cortex, which are involved in working memory, attention, and other executive functions, are engaged.126 The ventromedial and orbitofrontal cortex interact with the amygdala in processing the incentive value of threat stimuli, which may contribute to further focusing of attention on the threat.


  2. Impaired Ability to Discriminate Threat and Safety


  In healthy people, circuits involving the amygdala, PAG, PFCVM, and hippocampus are implicated in distinguishing threat from safety.127 This ability is impaired in people with pathological fear/anxiety, again including GAD and more specific disorders.128 For example, a failure of context discrimination may occur in panic disorder due to impaired hippocampal function.129 One consequence of the brain’s failing to make this distinction is that extinction is impaired, meaning that the normal processes that would weaken the threat value of stimuli fail to do so. In the healthy brain the PFCVM regulates the amygdala and allows the meaning of threats to change when experience shows they are no longer harmful130 (e.g., after extinction). Emotional disorders, including problems with fear and anxiety, have long been thought to involve a failure of the prefrontal cortex to properly regulate the amygdala.131


  3. Increased Avoidance


  Excessive behavioral and/or cognitive avoidance is a leading hallmark of anxiety disorders.132 It occurs in GAD, PTSD, panic disorder, and in various phobias. Avoidance is a way to prevent exposure to threat, and in anxiety disorders it becomes so habitual that the brain never has the opportunity to determine whether conditions have changed, and that what was once harmful is no longer. Avoidance thus leads to both constant threat expectancy and a failure of learning to identify safety. Because the events that are being fretted over never actually occur, cognitive avoidance is reinforced and strengthened, leading to the false belief that having made the choice to avoid is what prevented harm. Getting people to shed their behavioral and cognitive patterns of avoidance is an important part of many therapeutic approaches.133


  As noted above, consistent with animal studies, avoidance imaging studies in humans reveal activity in the amygdala, NAcc, and dorsal striatum, and also implicate the insular, orbitofrontal, and cingulate cortex.134 Successful treatment of excessive avoidance has been reported to reduce activity in the PFCVM, cingulate cortex, orbitofrontal cortex, and insular cortex, and to increase activity in the dorsal prefrontal region, which is involved in executive control.135


  4. Heightened Reactivity to Threat Uncertainty


  People with anxiety have trouble tolerating uncertainty, especially about threats.136 Those with GAD, panic disorders, PTSD, and phobias have exaggerated responses to threats, especially when faced with uncertainty about whether the threat will occur or when it will end.


  Areas implicated in exaggerated responses to uncertainty in people with anxiety disorders include the amygdala, BNST, hypothalamus, hippocampus, insula, and frontoparietal executive attention circuits.137


  5. Overvaluation of Threat Significance and Likelihood


  People with anxiety disorders, including GAD, phobias, and PTSD, view negative events as much more likely to occur, and expect more severe consequences as a result, compared with healthy controls.138 This is called judgment bias and leads to anticipatory stress when any negative outcome is envisioned, however unlikely it may be. As we’ve seen, processing of values that enable learned threats to modulate action involve the amygdala; NAcc; orbitofrontal, insular, and cingulate cortices; and the PFCVM.


  6. Maladaptive Behavioral and Cognitive Control in the Presence of Threats


  Several ideas have been proposed about how control over behavior and cognition are altered in anxiety disorders. We explored this in the context of Gray and McNaughton’s behavior inhibition system (focused on the hippocampus), my ideas about maladaptive avoidance systems (focused on the amygdala and nucleus accumbens), and Davis’s notion of threat uncertainty (focused on the BNST). We also saw how these three views might be integrated. Grupe and Nitschke emphasized an additional point of view called the adaptive control hypothesis, originally proposed by Alexander Shackman and Richard Davidson.139 This idea gives the anterior cingulate cortex a major role in behavioral control. This region, which is altered in anxiety disorders,140 connects with the amygdala, BNST, hippocampus, and other areas discussed above, and thus can also be integrated into an overarching view of how uncertainty contributes to anxiety.


  FROM THREAT TO CONSCIOUS FEAR AND ANXIETY


  The circuits altered in anxiety disorders are, for the most part, those that have been implicated in normal aspects of threat processing and stress regulation in animals and healthy humans. Although the human data are at a less refined level of analysis, they nevertheless confirm that mechanisms discovered in the brains of animals are relevant to human fear and anxiety disorders.


  But we have to be careful not to confuse malfunctioning cognitive processes with the feeling of fear or anxiety. Fear or anxiety is not an increased attention to threats, or failed safety versus threat discrimination, or increased avoidance, or heightened response to threat uncertainty, or overvaluation of the significance of perceived threats. Nor is it simply the combination of these. Fear and anxiety are unpleasant feelings, and fearful or anxious people want to eliminate them. Although processes that Grupe and Nitschke have identified clearly help us better understand what issues need to be addressed in order to help people feel better, I think we need a subtler understanding of what fear and anxiety are if we are to take our conception to the next level.


  Specifically, we need to understand how fearful and anxious feelings arise and persist in the stream of consciousness. At least two separate processes are involved: One includes the cognitive processes that underlie any kind of conscious experience, whereas the other includes all the factors that make emotional conscious experiences different from nonemotional ones.


  Here’s a snapshot of what is to come in the next several chapters. The goal is to arrive at an understanding of how threat detection and threat anticipation give rise to conscious feelings. Consciousness is personal; it’s private; it’s in each of our heads. It’s mental, but it’s also physical. There was a time when mental meant nonphysical, but we are past that belief. Mental processes and states are physical products of the brain. Because you are reading this book, you probably believe this. That’s good, because in the coming chapters we get physical with the most mental of all mental functions—consciousness.





  


  CHAPTER 5


  HAVE WE INHERITED EMOTIONAL STATES OF MIND FROM OUR ANIMAL ANCESTORS?


  “The conclusion that the animal hunts because it is hungry . . . will not satisfy the scientist who wants to know what is happening inside the animal when it is in this state. . . . Hunger, like anger, fear, and so forth, is a phenomenon that can be known only by introspection. When applied to another subject, especially one belonging to another species, it is merely a guess about the possible nature of the animal’s subjective state.”


  —NIKO TINBERGEN1


  It is common to think of emotions like fear, anger, and joy as primitive feeling states inherited from our animal ancestors. This view, which is deeply ingrained in our folk psychology, dates back at least to Plato, who viewed base emotions as wild animal impulses that had to be reined in by reason, much like a charioteer had to control his horses. Many scientific discussions also start from the assumption that emotional feelings are part of our evolutionary heritage. But what exactly does this mean? How are feelings like fear passed from species to species? The obvious answer is that they are encoded in neural circuits, and by virtue of inheriting these circuits from animals, we are endowed with the feelings, the emotions, they encode. Fear, for example, is often said to be a product of an innate neural circuit that controls not only defensive behaviors like freezing, flight, and fight but also the actual feeling of fear. Moreover, the feeling is often viewed as being responsible for the behaviors. The innate view of emotion, as we shall see, has an impressive scientific legacy, but as I said in Chapter 2, I believe it is wrong.


  DARWIN’S THEORY OF EMOTIONS


  The modern version of the idea that primitive human emotions are inherited from our animal ancestors was born on November 26, 1872, the date that Charles Darwin’s book The Expression of the Emotions in Man and Animals was published.2 Darwin had earlier advanced his revolutionary theory that species evolve through a process of natural selection,3 and in this new work he argued that emotional “states of mind” evolve the same way.


  Darwin’s theory was inspired by his observations of what he called expressive actions: behavioral and physiological responses that occur in connection with emotions. He noted that “the chief expressive actions, exhibited by man and by the lower animals, are innate or inherited—that is, have not been learnt by the individual.” As evidence for innate emotional responses in humans, Darwin noted that certain expressions of emotion, especially in the face, are similar in people around the world, regardless of their racial origins or cultural heritage and regardless of their isolation from other races or cultures. He also noted that the same emotional expressions occur in individuals who are born blind and had no opportunity to learn what these look like.


  He drew extensively from the work of Guillaume-Benjamin-Amand Duchenne (de Boulogne) (1806–1875),4 who took photographs of human facial expressions (which he induced by electrical stimulation of face muscles) and compared them to emotions as depicted in Ancient Greek sculptures5 (including Laocoön and His Sons, as seen in Figure 1.1). Darwin seems not to have been aware of an earlier body of work by the German-Austrian artist Franz Messerschmidt (1736–1783), who also depicted emotional expressions. Figure 5.1 features facial expressions from Duchenne and Messerschmidt.


  Darwin also noted that a number of emotional expressions are similar across species: “Some of the expressive actions of monkeys are . . . closely analogous to man.” He cited expressions of pleasure, grief, anger, and fear, among others, and also cited the commonness of freezing and flight as a response to danger in many animals.


  Because Darwin emphasized the outward expression of emotions, he is sometimes said to have not been concerned with their subjective aspects.6 Although he certainly devoted more ink to behavioral characteristics than feelings, it is not the case that he ignored the latter. For him, as for many people then and now, emotional behaviors are fundamental signs (expressions of) emotional feelings. He explained his position this way: “Certain actions expressive of certain states of mind are the direct results of the constitution of the nervous system. . . . Trembling under the influence of fear . . . is an example.” The key phrase in this quote is “actions expressive of certain states of mind.” What he is implying here is that these mental states are the basis for innate behaviors: Threats elicit innate feelings of fear, and fear in turn elicits freezing, trembling, and flight. Darwin argued that because these emotional mental states give rise to behaviors that help organisms adapt and survive, the mental states were preserved in the nervous system via natural selection, passed on within species, and conserved as new species evolved. In Darwin’s view, we feel fear when in danger because some prototype of fear present in our animal ancestor helped them survive, and it continues in us because it has been helpful to the survival of our species as well.
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  Figure 5.1: Emotional Expressions: Duchenne and Messerschmidt.


  Darwin used the research and photographs of the French physiologist and physiognomist Guillaume-Benjamin Duchenne de Boulogne (1806–1875) in developing his ideas about the innateness of emotional expressions (right). Earlier, the German-Austrian sculptor Franz Xavier Messerschmidt (1736–1783) had constructed sculptures of facial expressions, including emotional expressions, but these seem not to have influenced Darwin (left).


  In contemporary psychology and neuroscience, as we’ve seen, terms like “mental” or “mind” do not necessarily refer to conscious processes. Perceiving, remembering, attending, thinking, planning, and deciding involve nonconscious processes that do much of the mental work and actually make conscious awareness possible. But in Darwin’s time, “mental” was synonymous with “conscious.” Darwin was clearly implying that conscious emotional states of mind (feelings) underlie emotional expressions.


  Darwin’s theory of evolution by natural selection was one of the greatest intellectual achievements in history. But his belief that our emotional feelings themselves are inherited from animal ancestors and are represented in essentially prepackaged form in the brains of all humans, although consistent with everyday folk wisdom and useful in daily life, takes us down the wrong path, in my opinion, in terms of understanding emotions and their underlying brain mechanisms.


  DARWIN’S EMOTIONAL LEGACY IN EARLY PSYCHOLOGY


  Darwin’s interest in emotional behavior reflected a deeper interest in the evolution of the human mind. He believed that “there is no fundamental difference between man and the higher mammals in their mental faculties.” But as one psychological historian pointed out, “Darwin bestowed a mental life upon man’s cousins with a very open hand, without the self-critical zeal that marked his biological endeavors.”7 Darwin went so far as to proclaim that worms “deserve to be called intelligent, for they . . . act in nearly the same manner as a man under similar circumstances.”8 He often argued for such human qualities in animals, commonly characterizing their expressive behaviors with terms like “affectionate,” “cheerful,” “savage,” “pleased by being caressed,” “jealous,” and so on. He likewise made generous use of anthropomorphically based anecdotes: “What a strong feeling of inward satisfaction must impel a bird, so full of activity, to brood day after day over her eggs.”9


  The zeal of the master on this topic was shared by his disciples. George Romanes, a close friend of Darwin’s, wrote a book called Mental Evolution in Animals,10 in which he described behavioral responses as “ambassadors of the mind” in humans and other animals.11 According to Romanes, just as we use our own mental states to conceive of the mind of God, we use a similar anthropomorphism to understand the mind of animals by looking for behaviors we have in common with them.12


  Like Darwin, Romanes is often criticized for treating anecdotes about animal behavior as scientific data.13 (On the basis of largely innate behaviors triggered by innate stimuli, for example, he described earwigs as affectionate to their offspring and fish as jealous and angry.14) Such arguments based on analogy with human behavior are now viewed as on par with commonsense intuitions and should not, on their own, be taken as scientific evidence for mental state consciousness in other animals.15 (Common sense is often a starting point in scientific research, but scientific conclusions require more.)


  But Romanes was not alone in such theorizing. The tendency to attribute mental states—typically human like mental states—to animals on the basis of behavioral responses was so rampant in the waning years of the nineteenth century that one researcher, Lloyd Morgan, warned that scientists should resist the temptation to “humanize the brute.” He argued that just because scientists necessarily start their exploration of animal behavior from their own subjective experiences does not justify the attribution of similar experiences to other animals.16 This kind of attribution is desirable, he argued, when we interact socially with other humans, but is questionable when trying to understand animal behavior.17 Morgan famously wrote that we should not call upon human mental states to account for animal behavior if a simpler, nonmental state explanation is available. This position is now known as Morgan’s Canon. It is so difficult to resist the pull of folk wisdom, though, that even Morgan himself transgressed, using the phrase “coalescence of mental problems in a conscious situation” in a description of his dog’s ability to open the garden gate.18 Still, he acknowledged that although animals have intelligence, they lack reason—they think but “do not think the therefore.”19


  Perhaps animal researchers of the late nineteenth century should not be criticized too severely, as consciousness was in the air at the time. Psychology was just then beginning to break away from philosophy and emerge as a scientific endeavor.20 It achieved this by applying experimental methods borrowed from physiology and physics to questions that had been framed by philosophers since ancient times about the nature of the mind, especially about consciousness. For example, early German psychologists pioneered an experimental approach to the mind that involved a form of personal introspection, but following strict procedures. With this, they sought to analyze the content of consciousness—for example, the elementary components or elements that make up the experience of a complex sensation (such as the flavor of a soup) or an emotion (such as an intense feeling of fear).21


  In America psychological research was started by William James, who also focused on consciousness, but on its functions more than its contents.22 As an admirer of Darwin, James sought to discover what made consciousness adaptive and thus subject to natural selection. But in another respect, James broke with Darwin and his commonsense approach, challenging the idea that feelings are the cause of emotional expressions and behaviors. James argued that we do not run from a bear because we are afraid, but instead we are afraid because we run.23 He was correct on the first point (conscious feelings are not necessarily the cause of emotional behavior) and on the right track with the second (that feedback from nonconsciously controlled body responses plays a role in feelings). But in my opinion, he overstressed the role of feedback. Although feedback from the body does contribute to feelings, it is not the sole determinant of what we feel, as we’ll discuss later.


  Another important early American psychologist, E. L. Thorndike, was also influenced by Darwin. He argued that animals learn behaviors through trial and error, and that responses that lead to pleasure or that avoid pain (displeasure) are “stamped in.”24 This learning rule was called the “law of effect,” a Darwinian principle applied to the individual; pleasure and pain help the organism survive, and behaviors that are connected to these hedonic states are acquired for future use.25 Though he was generally opposed to mental explanations, in adopting a learning rule based on pleasure and pain, Thorndike followed a long tradition of British thinkers (Locke, Hume, Hobbes, Bentham, Mill, Bain, and Spencer) who also emphasized the role of such hedonistic feelings in motivation and learning; Bain and Spencer, in fact, both proposed learning rules similar to Thorndike’s law of effect.26


  By the 1920s the behaviorist revolt was under way in America against the mentalistic foundation of psychology. John Watson argued that psychology should not concern itself with private inner states in people or animals;27 to be a legitimate science, it needed to focus on observable events—stimuli and responses. And during the behaviorist era, the subjective notions of pleasure and pain as the basis of learning were replaced by the concept of reinforcement. According to B. F. Skinner, a reinforcer is a stimulus that increases or decreases the likelihood that a behavior will be repeated.28 Theoretical notions about inner feelings were supplanted by descriptions in terms of observable factors—especially the organism’s history of reinforcement with certain stimuli in particular situations.


  Emotions were also reinterpreted in such a way as to eliminate their subjective element. For example, for Watson fear became a Pavlovian conditioned reflex,29 whereas for Skinner it was a behavioral disposition based on reinforcement history.30 Others seeking objective “inner mediators” proposed that fear was an intervening variable,31 a drive,32 or a motivational state,33 anything but a conscious feeling. Interestingly, though, they did not do away with the standard mental state terminology for conscious experience: They continued to use words like “fear,” “anxiety,” “hope,” and “joy,” but as descriptions of tendencies to act in a certain way rather than as terms for inner feelings.


  Behaviorists didn’t care much for brain states, either, as these, too, were internal and thus unobservable to the psychologist.34 But brain research was advancing in parallel with behaviorism in the 1940s and 1950s, and the idea that emotions might be represented as central (brain) states was rising in popularity, even in behaviorist circles.


  THE SEARCH FOR EMOTIONS IN THE BRAIN


  Research on the brain mechanisms underlying behavior was, as described in Chapter 4, greatly facilitated by the development of electrical brain stimulation in the early twentieth century. Defensive, aggressive, feeding, sexual, and other seemingly innate behaviors could be readily elicited by brain stimulation.


  Initially, this field was populated not by psychologists so much as by researchers trained in biology or neurology. These scientists were less concerned with and constrained by the rules of behaviorism and often argued that the innate behaviors elicited by brain stimulation were controlled by emotional states. For example, Walter Hess, one of the pioneers in the use of brain stimulation in animals, spoke of “mental motivations” and “experiences that have an emotional component” intervening between the electrical pulses and the behaviors.35 It is also common to find mentions of fear, anger, rage, and pleasure in this literature. Although the only variable measured in stimulation studies was behavior, the assumption was that the circuit that gave rise to the behavior also gave rise to mental states, to feelings. And because the circuit was presumed to be conserved between man and animals, studies of emotional behavior in animals would be able to reveal the source of human feelings. In other words, the data were being interpreted in a way consistent with the Darwinian and the commonsense views of emotions—emotional responses reflect emotional states of mind (feelings).


  Science is not only a process of collecting data but also of interpreting it, and there are obviously different ways of doing the latter. It’s one thing to say that the brain areas from which innate behaviors can be elicited by electrical stimulation play a role in the control of those behaviors, and quite another to say that the circuit that controls defensive or aggressive response in animals is also responsible for feelings of fear or anger in them. The former interpretation stays close to the data, whereas the latter goes far beyond the data in ways that are not easily tested. Even in humans, as we’ve seen, behavior is not a foolproof way of knowing that a conscious state, like a feeling of fear, occurs in tandem with defensive behavior or physiological responses. Behaviors and associated feelings often do occur together, but not always. And when they do occur together, two key questions arise: Does the same brain system that controls the behavior also give rise to the feeling? Is the feeling the cause of the behavior?


  As Lloyd Morgan observed, the fact that scientists must start from their own subjective experiences of emotional feelings does not justify the attribution of similar experiences to other animals. Niko Tinbergen, the father of ethology, made a similar point in the epigraph that opens this chapter: Attribution of hunger, fear, and other mental states to animals is mere guesswork.


  Let’s dig deeper into this point. That a food-deprived animal searches for food because its energy supplies are low is testable by measuring and manipulating energy-related chemicals (such as glucose) in relation to food-seeking behavior. That the animal is experiencing a mental state of “hunger” when it searches for food is an interpretation. The peril of this kind of speculation is borne out by the fact that people often seek out and eat when they are not food deprived, and animals too eat for reasons other than replenishing energy supplies—rats, for example, will work (press a bar) to get sweets, even nonnutritive sweets like saccharin, even if they are not “hungry” (food deprived).36 Therefore, if we use eating as an indicator of a mental state called hunger, we will often be wrong. The neuroscientist Kent Berridge, who studies “emotional” (hedonic) reactions to tastes, cautions against assuming that these behaviors reflect conscious experiences of pleasure or aversion.37


  By the middle of the twentieth century, many so-called physiological psychologists had turned to the brain to understand the motivational basis of behavior. Because most of these psychologists were trained in the behaviorist tradition, they were reluctant to call upon subjective states of consciousness, like fear or hunger, to explain the elicitation of defensive or eating behaviors by brain stimulation. Instead they introduced the idea of central motive states,38 which we discussed in Chapter 2. In line with the behaviorist convention, mental state labels (“fear,” “hunger”) were retained in spite of the fact that the states were viewed as physiological rather than conscious states.


  The idea that emotions could be explained as physiological states that detect stimuli and control behavior was a way to study the role of inner states and still be behaviorist. But this led to much confusion. For one thing, not all researchers adopted the nonsubjective approach—hunger and fear, for example, were used by some to mean nonsubjective physiological states, but others viewed them as states of consciousness. A second problem is that even those who claimed to be adherents of the physiological approach often spoke and wrote in a way that blurred the difference between subjective and nonsubjective interpretations of behavioral mediators.39 It is therefore not surprising that scientists who were not in the field, and most laypeople, typically assumed that mental state terms referred to mental states, not to nonsubjective physiological states.40 It didn’t help that the very popular limbic system theory proposed that feelings of fear and other emotions emerge in limbic regions to intervene between eliciting stimuli and emotional responses in animals and people. The line between central state and commonsense approaches has always been blurry.


  BASIC EMOTIONS THEORY: A MODERN DARWINIAN APPROACH TO EMOTION


  Darwin was correct in stating that certain behaviors are innately wired in the brain.41 But his view that emotional feelings cause behavior because conscious feelings and emotional responses are innately coupled in the brain demands further consideration.


  Darwin’s views are alive and well today in the theory of basic emotions, which originated in the writings of Silvan Tomkins in the 1960s.42 Building on Darwin, Tomkins proposed that several primary (or basic) emotions are genetically built into the human brain by natural selection and expressed identically in everyone, regardless of racial or cultural background. Each of these innate emotions was said to be wired into an affect program, a hypothetical subcortical neural structure assumed to somehow involve the limbic and arousal systems. In the presence of a trigger stimulus for a given emotion, the affect program would be activated, and the bodily responses characteristic of that emotion would be expressed (Figure 5.2). The primary emotions that Tomkins identified were surprise, interest, joy, rage, fear, disgust, shame, and anguish. These primary emotions were contrasted with secondary emotions, such as guilt, shame, embarrassment, empathy, and so on, all of which are culturally determined. Like Darwin, Tomkins focused on universal expressions but used mental state (emotion) words to name the expressions and their underlying affect program.


  Following Tomkins’s lead, research by Caroll Izard,43 Paul Ekman,44 and their colleagues lent support to the notion of universal facial expressions, gathering data that people around the world indeed both expressed and recognized the emotions presumed to underlie particular looks of the face. The basic emotions that Ekman and Izard identified bear a close relation to those defined by Tomkins, but other researchers have proposed lists of basic emotions that are less aligned with these.45
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  Figure 5.2: Affect Program.


  Affect programs are hypothetical processes that are proposed, by basic emotions theorists, to mediate between emotional stimuli and emotional responses. Most theorists assume that affect programs are neural circuits, but are not committed to particular neural mechanism. When brain areas are discussed, often the limbic system is mentioned.


  Basic emotions theory has had a wide impact in psychological and neuroscience research. Ekman’s work has been particularly influential. He created sets of photographs of specific facial expressions of basic emotions that have been used in countless studies around the world to examine emotion cross-culturally.46 These photos have also become a standard tool in assessing brain processing of emotions in healthy subjects and in patients with psychiatric disorders.47 Examples of “Ekman faces” are shown in Figure 5.3.


  Ekman has also had a huge impact on society and popular culture (Figure 5.4).48 He became a consultant for the Central Intelligence Agency in training agents to recognize true emotions and to detect lying.49 The popular television show Lie to Me concerns a psychologist, modeled on Ekman, who can identify, in real time, lying from facial expressions.50 His methods were also used to analyze Alex Rodriguez’s facial expressions during a CBS 60 Minutes interview in which he was questioned about whether he used performance-enhancing steroids (Figure 5.4).
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  Figure 5.3: Ekman’s Basic Emotions Expressed in the Face.


  Ekman’s original theory postulated six basic emotions (anger, fear, disgust, surprise, happiness, and sadness) each expressed in a characteristic, universal facial posture.
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  Figure 5.4: To Tell the Truth (or Not).


  Paul Ekman’s facial analysis scheme (called facial action coding, FAC) was used to assess whether the baseball star Alex Rodriguez was lying when he denied using performance-enhancing steroids on CBS’s 60 Minutes.


  In spite of its tremendous influence and support by many psychologists51 and philosophers,52 basic emotions theory is not universally accepted. Challenges to it are premised on logic (because different theorists have identified different basic emotions, they cannot actually be very basic53), philosophical objections (emotions are partly cognitive and involve intentions and beliefs, not just reactions54), methodological concerns (people are less accurate in matching emotion labels to faces if they have to generate the labels themselves than if they can choose from several options55), and research findings (facial expressions are not expressed in a singular, unitary fashion that unfolds automatically once elicited,56 and the ability to judge feelings and other inner states from expressions is far less precise than previously thought, as it is often dependent on factors besides the facial muscles, such as vocal expression and pupil size57).


  The psychologists Lisa Barrett and James Russell have been especially strong critics of basic emotions theory, questioning one of its implicit assumptions—namely, that emotions are “natural kinds,” or biologically prepackaged psychological states.58 They and others argue that emotions such as fear, which are assumed to be basic emotions, are in fact not singular entities with a biological existence established through natural selection and inherited from other animals.59 Instead, they propose that the states of mind called basic emotions are psychologically constructed concepts that are labeled using culturally learned words. Words are indeed powerful dictators of beliefs, sometimes giving an existence to things that do not actually exist.60 Although I don’t accept all of Barrett and Russell’s arguments,61 I agree with their overall conclusions that the conscious feelings labeled with basic emotion terms are not prepackaged innate states that are unleashed by external stimuli but instead are cognitively assembled in consciousness.


  Part of the problem in these debates is that different sides sometimes mean different things when they refer to basic emotions; for example, when basic emotions theorists talk about the emotion fear, they typically mean the entire brain and body response to some danger signal, and they use facial expressions as an indicator that the person is in this state called fear. But critics are often concerned with the conscious experience of fear, and question whether this is an innately programmed state. The rest of this chapter explicates this difference by analyzing the functions of affect programs.


  WHAT DO AFFECT PROGRAMS DO?


  Most basic emotions theorists are psychologists, not brain researchers, and tend to view affect programs as placeholders for brain mechanisms.62 In general, they adhere to the idea that there are entities located in subcortical areas of the limbic system that constitute the affect program for each basic emotion, but are not strongly committed to hypotheses about which particular brain areas or circuits are responsible.


  It’s perfectly acceptable to use an expression like “affect program” to label hypothetical or even real hardwired circuits that control innate responses triggered by biologically significant stimuli. (Other labels that have been used for such circuits are “emotion command systems,”63 “action programs,”64 “innate emotion modules,”65 and “neurocomputational adaptations.”66) What is at issue is the question of what else these innate programs do besides detecting significant stimuli and controlling innate responses.


  The problem starts with the use of terms derived from human introspective experiences (fear, anger, joy) to name the affect programs and their functions. One interpretation of these labels is that they are simply ways to connect scientific research on behavioral expressions to the psychological context in which they occur in everyday life. A researcher may be studying facial expressions that often occur when people say they feel afraid, and the affect program and behavior are both labeled with the term “fear.” But “fear” is simply a convenient label as opposed to a literal reference to a subjective consciously experienced feeling of fear controlled by the affect program.


  The second way to interpret the use of words like “fear,” “anger,” and “joy” in relation to affect programs is that the affect program is responsible for the mental state. This interpretation, which is at the core of the Darwinian (commonsense) view of what the fear system does (see Chapter 2), places the burden of explaining the mental state itself upon the affect program. As far as I can determine, this is the standard interpretation of many basic emotions theorists. Some take a stronger stance on this matter than others, but most seem to assume that the fear affect program controls both fear responses and feelings of fear.67 This, then, justifies the conclusion that expressive responses can be used to indicate when a feeling, an emotional state of mind, occurs.
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  Figure 5.5: Two Versions of What Affect Programs Do.


  All basic emotions theorists assume that affect programs mediate between emotional stimuli (such as threats) and emotional responses (such as fearful facial expressions). Some theorists also assume that affect programs also give rise to emotional feelings, and that the feelings are involved in connecting the stimuli and the response.


  To put it concretely, two versions of what a fear affect program does are illustrated in Figure 5.5. In one case, the affect program simply detects threats and controls responses. In the other, the affect program also gives rise to feelings of fear.


  THE EMOTION COMMAND SYSTEM HYPOTHESIS


  Jaak Panksepp’s emotion command system hypothesis is a comprehensive and well-developed conception of how an innate affect program might actually work in the brain.68A key feature of his view is that “the mechanisms of affective experience and emotional behavior are intimately intertwined in comparatively ancient areas of the mammalian brain.”69 The ancient regions in question are part of the limbic system and are said to be conserved within mammals, including humans; functions mediated by the command systems are therefore also said to be conserved. It is possible, according to Panksepp, to determine how feelings such as fear are represented in the human brain by studying the circuits that control innate behaviors in animals. This is so because the same circuit that controls fear behavior in animals gives rise to the feelings of fear in animals and humans70 (Figure 5.6).
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  Figure 5.6: Panksepp’s Model: Feelings and Emotional Behavior Intertwined in Emotion Command Systems.


  Panksepp proposes that each basic emotion has a dedicated command system that detects specific emotional trigger stimuli, generates basic feelings, and controls specific innate emotional responses. These circuits are said to be located in subcortical areas, mostly involving the limbic system. Because the feeling and response associated with a given emotion are, in the theory, controlled by the same circuit, identification of the circuits that control responses reveals the circuits that control feelings. Because the circuits are conserved across mammalian species, studies of emotional response circuits in nonhuman animals reveals the neural basis of basic feelings in humans. Panksepp also proposes that the basic feelings are elaborated by cognitive processes in cortical areas. His view of the basic emotions is similar to the Darwinian theory except that Panksepp does not explicitly promote the idea that feelings are part of the cause chain that leads to responses. Feelings, for him, are more important in reinforcing behaviors that are successful in avoiding aversive and procuring desirable outcomes than in controlling the innate responses.


  Panksepp distinguishes two kinds of conscious emotional feelings.71 Primary process affective states are primitive conscious feelings (basic feelings) that are present in all mammals and that are encoded in emotion command systems; these include fear, rage, panic, and lust, among others. Then, through memory, attention, and language, humans can create cognitive conscious feelings, which are more elaborate versions of these emotions. His argument for emotional conservation across species is focused on the more basic kind.


  Panksepp proposes that because the emotions humans feel are elaborations in cognitive consciousness of primary process affective states, we seldom experience the pure primary process versions of them, which makes these ancient emotions difficult to observe (and scientifically measure).72 As a result, he notes, “one can never capture innate emotional dynamics in their pure form, except perhaps when they are aroused artificially by direct stimulation of brain areas where those operating systems are most concentrated.”73 In making his case, Panksepp thus relies heavily on the results of electrical stimulation studies in animals and humans.


  In rats, Panksepp used electrical stimulation to map the areas from which behaviors related to each of several emotions could be elicited, and these areas constitute the command system. The fear command system, for example, involves the amygdala, anterior and medial hypothalamus, and the periaqueductal gray region. According to Panksepp, “fear—the subjective experience of dread, along with the characteristic bodily changes—emerges from the aforementioned circuit.”74 Because the rage circuit is interdigitated with the fear circuit, the full range of freeze-fight-flight behaviors is accounted for. In addition, a separate panic circuit is said to exist that underlies other aspects of fear and anxiety.


  One criticism of Panksepp’s approach is that brain stimulation only reveals behavioral output pathways. Panksepp admits that “we cannot directly measure subjective experience,” but he believes that “behavioral evidence from all mammals that have been studied suggests that a powerful internal state of dread is elaborated by the fear system.”75 How fear76 might emerge in primary process and cognitive consciousness from Panksepp’s fear circuit is depicted in Figure 5.7.


  As I mentioned in the previous chapter, electrical stimulation techniques are now regarded as imprecise and have in some cases led to a false understanding of circuitry.77 Firm conclusions about emotion command systems that are based on electrical stimulation in animals should be put on hold until they are evaluated with the newer methods. It is possible that some, and maybe most, of the electrical stimulation results will hold up (some have been confirmed with chemical stimulations studies that do not suffer from the same problems as electrical stimulation78). My concern here, though, is not with the validity of the behavioral effects of electrical stimulation in animals so much as with the conclusion that these behaviors can be used as signs of feelings in animals and humans.


  Panksepp makes a perfectly reasonable assumption—namely, that subcortical circuits shared by humans and other mammals have similar functions. I completely agree with this. We know, for example, that the amygdala has a very similar role in detecting and responding to threats in humans and rodents (see Chapters 2 and 8). But this leaves open the question of whether these circuits are responsible for feelings, in addition to behavioral and physiological response control. To help make the case for feelings, Panksepp turns to studies of electrical stimulation of the human brain.
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  Figure 5.7: Basic and Cognitive Feeling Circuits in Panksepp’s Model.


  Brain areas involved in basic feelings of fear (primary process affective consciousness) and cognitively based feelings of fear are depicted. Basic feelings of fear depend on subcortical areas of the amygdala, hypothalamus, and periaqueductal gray (PAG), while cognitive feelings of fear depend on neocortical areas.


  When areas of the human brain are stimulated electrically, first-person verbal reports of inner experiences can be obtained and are potentially very useful in relating brain circuits to experienced feelings. This is important because the lack of verbal reporting makes it difficult to verify conscious experiences in animals (see Chapters 2, 6, and 7). Panksepp relies heavily on the classic and much publicized work of Robert Heath done in the 1950s and 1960s.79 Heath claimed that he had found specific sights from which a range of emotions (fear, anger, pleasure, etc.) could be elicited in humans, as revealed by the verbal reports of the patients about what they experienced. But Heath’s conclusions have been called into question by other scientists who argue that contrary to the way the data have been portrayed, the findings do not in fact provide convincing support for the claim that stimulation of specific sites in the human brain elicit specific feelings. Both methodological and data interpretation issues have been identified. These issues are discussed further in the text box “Do Human Brain Stimulation Studies Reveal Specific Brain Sites Where Feelings Are Programmed?”


  In sum, Panksepp is a thoughtful researcher who has argued that powerful emotional feelings result when subcortical emotion command circuits are activated in animals and people.80 I agree with some but not all of his conclusions. In contrast to him I do not believe that it is possible to distinguish between conscious and nonconscious states elicited by electrical stimulation of subcortical areas, especially in animals. Panksepp recognizes the difficulties. He and Marie Vandekerckhove note that basic, subcortical, innate feelings are “implicit,” “perhaps truly unconscious,” and occur “without explicit reflective awareness or understanding of what is happening.”81 But “truly unconscious” states are not, by my definition, feelings. Feelings, even primitive ones, have to be felt (consciously experienced). Electrical stimulation most likely induces nonconscious central motivational states, such as those I described earlier, that result naturally when systems that control innate survival behaviors are activated (e.g., nonconscious defensive motivational states that are induced when a defensive survival circuit detects and responds to threats). I believe we should not assume conscious feelings in animals if nonconscious processes can account for the behavioral effects. With regard to humans, the conclusion that basic feelings are encoded in a prepackaged form waiting to be released from dedicated subcortical emotion command circuits that also control emotional behavior for each category of basic emotions is not compelling to me. In addition to the problems discussed in the text box, there are others. The electrical stimulation findings regarding feelings in humans should be much more robust and consistent if indeed these subcortical circuits encode innately programmed feelings. Moreover, because the evidence for the presence of conscious feelings in the stimulation studies, as in other kinds of research, is by way of verbal report, electrically elicited “subcortical feelings” do not reveal raw, primal emotions that are uncontaminated by cognitive consciousness.82 A verbal report of a feeling by definition involves cognitive filtering of the information being described. As such it would seem impossible to separate the measurement of subcortical primary process feelings from cognitively constructed feelings. Panksepp seems to recognize this difficulty, noting this about the fear command system: “Whether the subjective experience of fear is mediated directly by this circuit or in conjunction with other brain areas will have to be addressed in future research.”83


  As I argue in this book, subcortical circuits provide nonconscious ingredients that contribute to feelings of fear and anxiety, but are themselves not the source of such feelings. The main difference between my view and Panksepp’s is, therefore, whether subcortical systems are directly responsible for primitive emotional feelings or instead are responsible for nonconscious factors that are integrated with other information in cortical areas to give rise to conscious feelings. What Panksepp calls cognitive feelings are, I maintain, what feelings are. The subcortical states are, as he also says at times, “truly unconscious” and thus not feelings at all. They are, in my view, nonconscious motivational states. In the next several chapters, I describe how the cortical integration of information is required to account for what we humans experience as fear or other emotions.


  
    Do Human Brain Stimulation Studies Reveal Specific Brain Sites Where Feelings Are Programmed?


    I was first introduced to neuroscience by Robert Thompson, a charismatic psychology professor at Louisiana State University who studied learning and motivation in the brains of rats. I took an elective course with Thompson while working on a master’s degree in marketing, and it was under his influence that I fell in love with brain research. Thompson’s recommendation made it possible for me to be accepted into the graduate program for PhD work at SUNY Stony Brook.


    Thompson told me about the work of Robert Heath, a researcher down the road in New Orleans who had placed electrodes in the brains of psychiatric and neurological patients.84 Heath claimed to have found centers in the brain that, when stimulated electrically, would give rise to feelings of pleasure, rage, fear, and the like. (His work later inspired novels such as Michael Crichton’s The Terminal Man85 and Walker Percy’s Love in the Ruins.86) Heath’s studies were controversial because many were done on mentally ill patients, and questions arose about their consent to participate.87 A number of additional stimulation studies followed at a variety of centers around the world but were mostly performed in the context of evaluating and treating severe epilepsy.88


    A fundamental problem with Heath’s stimulation studies was that they were not specifically designed to test whether feelings associated with basic emotions are wired into specific sites. The goal, instead, was to attempt to obtain a better understanding of the schizophrenic brain.89 It is unclear whether a specific protocol was used for obtaining reports of subjective feelings and for translating what the patient said into data that could be tabulated. Thus, although Heath’s studies are often discussed as having identified pleasure centers in the human brain, Kent Berridge and Morten Kringelbach examined the transcripts from the sessions for evidence that the patients described feelings of pleasure when stimulated but found little indication of this.90 The patients were more likely to talk about vague sensations, or describe the urge to have sex or eat, rather than say that they felt pleasure. Similarly, the self-reports they provided when they said they felt “fear” are often metaphoric and involve situations in which one might feel fear: “entering into a long, dark tunnel” or “trying to escape.”91 Thus, researchers who were expecting to find specific feelings in these patients may have counted such examples as being indicative of fear or pleasure, even if the patient did not explicitly state that he was having these feelings.


    Eric Halgren, a leading expert in human electrical stimulation, evaluated the field in the late 1970s and early 1980s.92 He accepted that brain stimulation can elicit mental phenomena but concluded that once the general tendency for mental phenomena (thoughts, images, or specific emotional feelings such as fear, anger, pleasure, etc.) to be elicited by brain stimulation is taken into account, “there is no particular tendency for any category of mental phenomena to be evoked from any particular site.”93 In other words, the particular states were not consistently localizable to brain areas. He also noted that the kind of experience elicited was often more related to preexisting conditions, such as the patient’s personality or demeanor, than to the site stimulated. (Anxious people, for example, were more likely to experience fear and anxiety when stimulated.) If the feeling of fear is hardwired into a fear command system, it should be experienced by everyone in a similar way when the fear command system is activated by stimulation.


    In evaluating these data it is also useful to consider the nature of the process by which subjective feelings are assessed in humans. In a very interesting commentary on this topic, Berrios and Markova94 detail the difference between measuring and grading. Measuring is an objective procedure that involves physical objects and their features. Grading, in contrast, “is carried out by means of categories that are external and reside not in the object itself (i.e., they are not internal to it) but in the eye of the evaluator.” When categorizing the subjects’ verbal responses using emotion labels (“fear,” “pleasure,” etc.), researchers are grading, not measuring. Thus, in Heath’s studies, descriptions about sex are categorized as feelings of pleasure, whereas those about entering dark passages become instances of fearful or anxious feelings. Such “data” thus can reflect biases of the researcher.


    The vague and variable nature of Heath’s patients’ descriptions of their subjective experiences elicited by brain stimulation suggests an alternative to the idea that feelings are genetically wired into subcortical emotion-operating systems. It seems equally possible that electrical stimulation of the brain creates a state of ambiguity or confusion. Artificial delivery of electric current (especially the relatively high levels used in the older studies) nonspecifically activates many neurons and causes them to fire action potentials that in turn activate the various areas to which the stimulated neurons are connected. The stimulations, for example, often produced increases in physiological arousal in the brain. Increased arousal enhances information processing widely, increasing vigilance and attention to the environment95 (this is discussed further in Chapter 8). In situations in which people experience something unusual or unexpected, such as a sudden state of heightened arousal and vigilance, they often try to make sense of it.96 This is a well-known phenomenon in psychology: Unexplained experiences create states of dissonance that motivate the conscious mind to explain, as best as it can, what might be happening. People gather as much information as possible and, in an effort to attribute a cause to the experience, verbally label the experience using common terms.97 For example, in a famous study Stanley Schachter and Jerome Singer found that when arousal was artificially induced by giving experimental participants a shot of adrenalin, the participants looked to their social environment for cues to explain their state of arousal in order to label it—if they were in a room full of happy people, they felt happy; with sad people, they felt sad.98


    That this may well have taken place in Heath’s stimulation studies is suggested by his own observations. After delivering an electrical stimulus to the brain of one of his patients, she smiled. When Heath asked her why she was doing so, she replied: “I don’t know. . . . Are you doing something to me? [Giggles.] I don’t usually sit around and laugh at nothing. I must be laughing at something.”99 Her conclusion about what she was consciously experiencing built up over time and was more like a rationalization that she slowly constructed than a report of a feeling that was directly and immediately unleashed by stimulation of a brain site.


    These comments from Heath’s patient remind me of the findings described earlier that Mike Gazzaniga and I obtained in split-brain patients.100 When we induced the right hemisphere to wave, stand, or laugh, and asked the left hemisphere why it had done so, the left hemisphere confabulated answers to make the actions seem reasonable (“I thought I saw a friend out the window, so I waved”). Heath’s patient adopted the same tactic when confronted with the fact that she was smiling and giggling. The stimulation obviously elicited behavioral responses (smiling and giggling) but not the specific feeling typically associated with them.


    Perhaps the most telling way to summarize the implications of Heath’s work is to turn to his own words. He eventually concluded that the verbal reports from his schizophrenic patients might be “grossly unreliable and probably should not be accepted as valid. . . .”101

  


  BODY FEEDBACK THEORIES OF BASIC EMOTIONS


  The idea that subcortical affect programs are both innate-response control systems and repositories of feelings is not shared by all basic emotions theorists. Some argue that although affect programs do control responses, feelings result from alternative innate circuits—in particular, circuits that process feedback signals from the body during the expression of emotional responses.


  As I discussed earlier, William James proposed a feedback theory of feelings in the late nineteenth century, arguing that we do not run from a bear because we are afraid but instead that we are afraid because we run.102 The explanation for this is that feedback from the body during this behavior is felt by the brain as the emotion fear. Different emotions are experienced differently because they involve different body signatures that produce different patterns of feedback and thus different feelings.


  Though popular for some time, James’s theory was challenged in the 1920s by Walter Cannon, who argued that body feedback was too slow and too imprecise to signal the particular distinctions between fear, anger, joy, and sadness.103 Cannon’s critique focused on feedback signals resulting from visceral responses (responses of the autonomic nervous system and endocrine system) that occur during expressive behaviors. This led to a great deal of research attempting to find visceral (autonomic and endocrine) signatures of different emotions, research that continues today.104 The results have clearly demonstrated some specificity to visceral feedback but have had only limited success in showing that such feedback plays a major causal role in determining feelings.


  Early basic emotions theorists like Tomkins and Izard, however, pointed out that James emphasized feedback from the entire organism, not just the visceral organs controlled by the autonomic nervous system, and proposed that feedback from the facial muscles during innate facial expressions of basic emotions should have the requisite speed and specificity to determine what emotion one is feeling.105 This launched a wave of research on the contribution of facial feedback to felt emotions.106 Although some support for this theory has emerged, the findings have not convinced the field that facial feedback alone explains feelings.


  Antonio Damasio’s 1994 book Descartes’ Error sparked renewed attention to body feedback as a potential source of feelings.107 Like James, Damasio emphasizes the importance of feedback from the entire body, including signals arising from the inner organs and tissues and from the muscles and joints of the skeleton and face. By grounding his idea in modern neuroscience, however, he has been able to take the feedback theory to a new level.108


  Damasio made a distinction between emotions and feelings.109 For him, emotions are action programs that control innate behavioral and physiological responses. He also viewed drives as a second kind of action program that serves physiological needs (hunger, thirst, reproduction). Action programs are similar to Panksepp’s emotion command systems; in contrast to command systems, however, action programs are not viewed as giving rise to feelings. Instead they are conceived as operating nonconsciously. Feelings, for Damasio, are conscious experiences that follow from the representation of action program–triggered emotional responses in body-sensing areas of the brain (Figure 5.8).


  The conceptual space occupied by my own notion of survival circuits and global organismic states overlaps considerably with that of Damasio’s action programs for emotions and drives; he and I also both emphasize feelings as conscious manifestations of these nonconscious processes. A key difference is that, for Damasio, feelings are primarily determined by body signals, whereas I think body signals are only one of many ingredients that contribute to feelings. We also differ on the value of postulating feelings in animals as the basis for certain human feelings; on this subject, he is more aligned with Panksepp.


  Damasio calls the signals resulting from the expression of bodily responses during an emotional episode somatic markers.110 These are said to be “read” by body-sensing areas of the cortex (somatosensory and insular cortex) and in subcortical areas in the hypothalamus and tegmentum (including the periaqueductal gray region). Each of these areas receives information from the body in the form of somatosensory and proprioceptive signals from the skin, muscles, and joints, and visceral sensory signals and hormones from the inner organs and tissues.111 The feedback signals take several forms. Some originate from sensory nerves in the muscles or visceral organs of the body that send messages to sensory processing regions of the brain. Others involve hormones like cortisol that can enter the brain directly from the bloodstream and bind to receptors in areas such as the amygdala, hippocampus, neocortex, or in brain stem arousal systems.112 Some hormones cannot enter the brain; epinephrine and norepinephrine released from the adrenal medulla are too large to diffuse from the bloodstream across the blood-brain barrier, a filter that keeps large molecules, such as toxins, out. These relatively large molecule hormones can nevertheless affect the brain indirectly. For example, norepinephrine binds to receptors on the vagus nerve in the abdominal cavity. The ascending component of this nerve enters the brain and connects with arousal circuits.113 Damasio’s view of how body signals are processed by the brain is illustrated in Figure 5.9.
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  Figure 5.8: Role of Affect Programs in Basic Emotions: Panksepp vs. Damasio.


  In Panksepp’s theory, basic emotional feelings are products of the system (affect program or command system) that detects and responds to threats (also see Figure 5.7). In Damasio’s theory, basic feelings arise when body-sensing areas of the brain receive feedback from behavioral and/or physiological responses elicited by emotional stimuli.


  The body-sensing areas in the brain thus create a neural representation of the body state. Primitive emotional feelings are said to be the result of the aggregate of these somatic markers and the states they create. More elaborate feelings—full-blown emotions—result from the elaboration of these states by cognitive processes.


  A key feature of Damasio’s theory is the “as if” loop.114 With this mechanism, he proposed that actual feedback from the body isn’t necessary: By way of processing within the brain, body states can be re-created from memory, thus giving rise to feelings. In the case of both body feedback and “as if” re-creations of it, the neural representation of the body state can thus contribute to emotional feelings.


  Damasio had long emphasized body maps in neocortical areas, especially areas of the somatosensory cortex and insular cortex, as the key factor in creating emotional feelings from body signals. Subcortical body maps were said to be too “coarse” to account for differences between feelings, whereas cortical body maps are more refined and could do the job.115 Work by Damasio116 and Bud Craig117 drew particular attention to the insular cortex as a key body-sensing area for feelings, and Craig even proposed that the insular cortex was responsible for all aspects of human consciousness.118 The insular cortex now often comes up in discussions about how consciousness emerges from brain circuits.119
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  Figure 5.9: Processing of Body Signals in the Brain.


  Brain areas proposed by Damasio to be involved in processing feedback from body signals. These are the foundation for feelings in Damasio’s theory.


  More recently, though, Damasio has shifted his emphasis from cortical to subcortical body-sensing areas in the brain stem (e.g., the hypothalamus, midbrain, and hindbrain) as the primary source of basic emotional feelings; in this scenario, the role of the insular and other body-sensing areas of the cortex is to cognitively represent and elaborate subcortically experienced conscious feelings.120 This new focus on subcortical areas is based on the finding that damage to insular cortex does not eliminate feelings.121 In arguing that basic feelings of fear, anger, disgust, sadness, and joy are consciously experienced subcortically, Damasio is in agreement with Panksepp, though they differ on how the feelings come about in subcortical areas (see Figure 5.8).


  There is, however, relatively little direct evidence that subcortical body-sensing areas are responsible for feelings. Complicating the design of appropriate tests of the subcortical theory is the fact that damage to brain stem areas often results in coma,122 a state in which all forms of consciousness and sentience are lacking, making it impossible to assess the role of such areas in any kind of psychological process. Also complicating such tests is the fact that body-sensing areas of the cortex are not localized in a particular region, and thus only a very extensive area of damage could completely eliminate the relevant cortical areas. Correlative studies show that subcortical areas are activated during both remembered emotion123 and immediate emotional arousal,124 but these findings do not demonstrate that these neural responses are actually responsible for the experienced feeling.


  For more direct causal evidence, Damasio cites animal and human electrical stimulation studies.125 But as we’ve seen, these are problematic as a way of accounting for feelings as well, so that the behavioral responses of animals, even though described by Damasio as “imbued with positive and negative valence,”126 cannot simply be used as an indication that feelings are being consciously experienced by animals; again, as Tinbergen noted in the epigraph of this chapter, conclusions about mental states underlying animal behavior are mere guesses. The human work on brain stimulation, meanwhile, does not convincingly demonstrate precise mapping of conscious experiences (feelings or otherwise) to specific brain areas. Further, as described above, because these subjective experiences are assessed by verbal reports in human studies, the feelings reported cannot be said to be raw, primitive feelings. To be reported they must reflect representation of the information in cortical processing systems. How one would distinguish a conscious emotional experience originating solely in a subcortical circuit from unconscious subcortical processing that is cognitively represented, consciously experienced, and reported via cortical circuits is unclear.


  Damasio is not very precise about the psychological nature of basic subcortical feelings. He and Gil Carvalho say that the insula is not necessary for consciously experiencing feelings, but they also describe information in subcortical areas as existing in an “implicit form” (i.e., it exists nonconsciously) that is then “explicitly represented” (i.e., consciously experienced) in the insula.127 So are the subcortical states nonconscious or conscious? Or do they require cortical areas to be consciously experienced?


  Damasio’s work has helped illuminate the role of cortical and subcortical areas in mapping body states in the brain. However, the work does not demonstrate that feelings are directly experienced in subcortical body-sensing areas. In other words, the existence of a subcortical map of body-state information does not mean that the brain state related to that map is consciously experienced.


  The question of whether sensory processing areas of the brain are, on their own, sufficient to create conscious experiences of sensory information has been debated extensively in the case of visual stimuli. As we will see in the following chapter, most researchers believe sensory processing alone is not adequate—nonconscious processing has to be re-represented via some higher cognitive process in order for a conscious experience to occur. Both Damasio and Panksepp acknowledge that this re-representation gives rise to a cognitive consciousness. But both also argue, less successfully in my opinion, that subcortical states are consciously experienced.


  FEELINGS AS THE INTERFACE BETWEEN REACTION AND COGNITIVE SYSTEMS


  Anthony Dickinson and Bernard Balleine have proposed another view of feelings across species, one that rejects the positions of both Panksepp and Damasio.128 On the basis of an experience that Dickinson had with food poisoning, he and Balleine designed studies to test whether conscious feelings might function as a way to integrate two kinds of functional systems in the brain.129


  One system is reactive: It embodies innate responses that can be controlled by innate or conditioned stimuli, and learned habits controlled by stimulus-response associations. The other system uses cognitive information to achieve goals. Both of these systems, they argue, operate nonconsciously. With these two systems, an animal can react appropriately to external stimuli in ways that reflect its current needs and values (reaction system), and can learn adaptive responses that achieve goals (cognitive system) without any conscious experience. This view challenges Panksepp’s notion of an emotion command system that both produces responses to significant stimuli and creates feelings, because Dickinson and Balleine contend that the reactive and cognitive systems function unconsciously and can even learn without consciously experiencing reinforcing stimuli. (For Panksepp, conscious feelings [e.g., pleasure and pain] are key to reinforcement and learning.) Further, Dickinson and Balleine also disagree with Damasio’s theory that body feedback creates conscious feelings that control choices; their data suggest that behavioral choices do not depend on body feedback.


  Dickinson and Balleine’s theory about reactive and cognitive systems that operate to control different kinds of responses nonconsciously, and to even learn via reinforcement nonconsciously, are completely compatible with the view I developed in earlier chapters of this book. Their idea regarding nonconscious reactive systems is consistent with my own regarding survival circuits, and their notion that motivational states contribute to problem solving nonconsciously is consistent with my proposal that nonconscious global organismic motivational states occur in situations where challenges and opportunities exist. We also agree that these motivational states play a role in integrating and coordinating the different response systems to enable an organism to adapt to a given situation and benefit from an opportunity or cope with a challenge.


  Where we diverge is on the nature of consciousness. For Dickinson and Balleine, consciousness evolved in mammals (and possibly birds) as a way to bridge reactive and cognitive systems. Dickinson admits that this hypothesis is a just-so story,130 a speculation that cannot be easily proved.131 My view about consciousness will be described in detail in the next several chapters.


  PAIN AND PLEASURE


  Pain and pleasure are often thought of as emotions. Although they are related to emotions, there is an important difference. Pain and pleasure are hedonic states that arise directly from sensory processing; they result when certain receptors detect specific kinds of stimuli, and axons connected to those receptors deliver the sensory information to the brain (when we talk about the pleasure of a friend’s company or of doing crossword puzzles, we are going beyond the pure sensory hedonistic processes that are of interest in this discussion of innate feelings). For example, when receptors in the skin called nociceptors detect tissue irritation and damage, they pass the relevant information on to the brain, where pain is experienced. Other receptors in the skin send signals to the brain that are experienced as pleasure (a light touch on the back, arms, neck, or genitals; activation of certain taste receptors in the tongue and mouth).


  It is important to recognize that the conscious feeling of pain or pleasure that humans associate with these sensory signals is but one consequence of what those signals do in the brain. In addition to giving rise to conscious hedonic experiences (feelings of pain and pleasure), they also elicit reflexes or other innate reactions, motivate complex actions, increase brain arousal, and reinforce learning. Each of these consequences, including the conscious feelings, has separate neural underpinnings, and we should not assume that observation of one of the nonconscious consequences (elicitation of body reflexes, motivation of more complex behaviors, or reinforcement of learning) means that a conscious feeling of pain or pleasure has occurred. And neither should we assume that all of these consequences involve the same brain mechanism.


  For example, one common way that scientists have tried to get some traction on the problem is to determine whether an animal can learn to perform behaviors that allow it to escape from electric shock or that will provide it with sweet-tasting food or an addictive drug. Such instances of learned behavioral flexibility are examples of instrumental conditioning in which responses are reinforced and learned by their consequences. When an animal acquires such behaviors, the usual conclusion is that it must be motivated by the conscious feeling of pleasure or pain.


  The philosophy of hedonism, which had been around since ancient times, was central to British philosophers (Locke, Hume, Hobbes, Bentham, Mill, Bain, and Spencer) that influenced Darwin and his followers, who in turn influenced Thorndike—the latter’s law of effect, which emphasized pleasure and pain, was close in spirit to ideas proposed by Bain and Spencer.132 More recently, Panksepp argued: “At some point in brain evolution, behavioral flexibility was achieved by the evolution of conscious dwelling on events and their meaning, as guided by internally experienced emotional feelings.” These feelings are, he says, “a fundamental property of emotional command systems” and include “the various forms of affective consciousness that all mammals can experience.”133 In contemporary psychology and neuroscience, it is common for researchers to describe reinforcers (a nonsubjective behaviorist concept) as rewards (a hedonistic term implying a pleasurable feeling). But in spite of the long tradition in philosophy, psychology, and neuroscience of explaining learning and motivation in terms of consciously experienced hedonic states of pleasure and pain, the scientific basis for this intuitively appealing idea is not as solid as it may seem.


  I earlier noted that Dickinson and Balleine argued that animals are able to respond to stimuli and learn instrumental responses from consequences without feeling anything. Indeed, as I will describe below, researchers who study addictive drugs have also been led to the conclusion that subjective pleasure is not the source of reinforcement.134 If these researchers are correct, and I think they are, we need to distinguish between the feelings of pleasure and pain that may occur in conjunction with learning, from the nonconscious reinforcement mechanism that is the actual basis of learning.


  Reinforcement, as we’ve seen, can be understood as a neural process involving cells, synapses, and molecules (see Chapter 4). Though instrumental learning was once conceived as a unique mammalian achievement, and thus might depend on a uniquely mammalian capacity to feel emotions, we know that other vertebrates and invertebrates (snails, flies, bees, crayfish) learn new behaviors by reinforcement.135 Just because our species consciously experiences some feeling (say pleasure) when reinforcement occurs does not mean that the feeling is the source of the reinforcement. The feeling, once it exists in one’s conscious experience, can influence subsequent behaviors and decisions but is not required for the reinforcement of learning itself.


  Recall that in our optogenetic studies we were able to create threat conditioning to a tone by directly optically activating amygdala cells when the tone was played (Chapter 4); there was no “painful” unconditioned stimulus (no footshock) involved. We simply activated the neurons the way the sensory pathways that process the shock normally would. One might object that in real life, emotional learning creates stronger memories than nonemotional learning because of feelings: Pleasure or pain, or emotional feelings in general, may add some special spark to the more mechanical processes of stimulus convergence. But the strengthening that occurs in so-called emotional learning can also be accounted for in neural terms. We found that we could enhance the behavioral memory produced by the optical US if we also simulated the brain arousal system that releases the neuromodulator norepinephrine.136 During real threat learning in life, activation of arousal systems is a natural consequence of the activation of the defensive survival circuit. So although it is true that in an emotionally arousing situation learning is more effective in creating memories, it is not necessarily because of the emotional feelings that may also be aroused. The stronger learning and the conscious feelings that result are both consequences of nonconscious survival circuit activity, such as the release of neuromodulators that separately affect survival circuits and circuits that give rise to conscious feelings. Another objection to the implications of our optogenetic studies might be that our experiments used simple Pavlovian conditioning rather than flexible instrumental learning. However, other studies demonstrate that instrumental responses can be learned by optogenetic stimulation of modulatory circuits involved in instrumental reinforcement.137


  A pair of influential distinctions made by Kent Berridge is also relevant.138 Berridge notes that what is often called “pleasure” in animal studies is better termed “liking.” In contrast to pleasure, which implies subjective experience, liking is defined behaviorally and does not necessarily involve subjective experience. Neural activity related to liking is the neural basis of reinforcement. The second distinction is between liking and wanting. “Wanting,” in behavioral terms, refers to the motivation to obtain reinforcers. Wanting is often based on a lack of something needed, such as food. But similar to liking, wanting is not a subjective state but rather a motivational drive to obtain the needed substance. (In a sense, liking behavior is similar to defensive reactions and wanting behavior to actions in my model.) In support of his ideas, Berridge and colleagues have shown that people can be prompted to pour and consume a drink by subliminal presentation of stimuli related to “pleasure,” but only if they are water deprived. In spite of this increase in “wanting,” they had no subjective experience of the stimulus or of any conscious feeling of pleasure in response to it.139 Berridge and others have concluded that as important as conscious pleasure is to our lives, it was not the primary reason for evolution of brain liking systems.140


  What about dopamine, a neuromodulator with a well-established role in learning via instrumental reinforcement?141 Isn’t it the chemical basis of pleasure? As such, might the release of dopamine cause pleasure, and pleasure in turn cause learning when a reward is involved in a real-life learning situation? This is certainly how it is described in the lay media.142 For example, research on the effects of dopamine in behavioral reinforcement are described with dramatic headlines: “Sweet Treat Releases Feel Good Chemical,” and “Dopamine Is the Chemical That Mediates Pleasure in the Brain.”143 But there are problems with this idea.144


  First, dopamine and other modulators reinforce synaptic plasticity and otherwise contribute to behavior not only in mammals, or even vertebrates, but also in invertebrates.145 Does this mean that invertebrates feel pleasure when they learn behaviors that are reinforced by food on the outside and dopamine on the inside? The effects of dopamine on neurons and learning are faithfully reproduced in studies of slices taken from a rat brain and kept alive in a dish of nurturing chemicals. Should we conclude, then, that this reinforcing effect on neural activity leads to pleasure in brain slices?146 What dopamine actually does during learning is alter neural activity in a way that affects the likelihood that neural response will recur when the cellular and synaptic conditions recur later. When these changes occur in the brain of a living, awake animal, they help ensure that behavioral responses will be repeated in similar situations in the future.


  Dopamine levels are highest when animals are food deprived and seeking food rather than when they are enjoying the fruits of their labors.147 Optogenetic studies have also been used to precisely activate neurons and change behavior by releasing dopamine.148 Typically, the results are quickly taken up by the media and characterized as the brain’s “pleasure highway” and the “ability to feel pleasure.”149 But this is not what the data are about. Pleasure is the interpretation (or rather misinterpretation) of such data.


  The distinction between the reinforcing and subjective consequences of pleasurable stimulation is especially apparent in studies of addiction. Although it is common to believe that drugs are abused because they give the user consciously experienced pleasure, research on addiction emphasizes the importance of non-conscious factors in drug-related behavior.150 For example, in one study morphine addicts were connected with tubing through which either morphine or a placebo was infused when they pressed a button.151 Button pressing was unaltered by the placebo but increased when morphine was administered, confirming that the presence of the drug was detected by the brain. But the key finding was that at low doses the morphine could affect behavior in spite of the fact that the subjects were unable to say whether they were receiving morphine or placebo on the basis of any subjective feeling of pleasure. The behavioral effects of morphine are thus dissociable from the subjective state of pleasure that may also result. Other studies similarly have confirmed that drug-taking behavior can occur in the absence of the subjective conscious pleasure produced by the drugs.152 Moreover, much of drug taking ultimately comes to be driven by an effort to ward off the negative consequences of not taking rather than to obtain the high itself.153 This is why NIDA is funding our research on negative reinforcement (see Chapter 4). Subjective feelings of pleasure are not the only factor that explains how addiction occurs and why it is so persistent.154


  Certainly the sensory hardware that supports feelings of pleasure and pain in humans is present in animals. However, it is possible that more is required than the sensory process alone in order to consciously feel pain or pleasure. For example, when people are experiencing pain from an injury, but are distracted momentarily, the pain temporarily disappears. Likewise, one’s attention can be directed away from painful sensations or other distressing events through hypnosis.155 Brain areas involved in working memory and attention have been implicated in hypnosis.156 Neural messages still reach the brain in hypnotic states, but in the absence of attention and the cognitive processes that it feeds, the sensations are not consciously experienced as pain.


  In the field of pain research it is common to distinguish the sensory from the emotional or affective properties of pain,157 but this is different from the distinction I am making. The so-called affective properties are more akin to nonconscious processes that are subsumed within the brain systems that underlie nonconscious defensive motivational states than to conscious feelings of pain.


  I argue that stimuli that produce conscious feelings of pain and pleasure in humans can involve three separate neural states: sensory, motivational and conscious. In animals we can study the first two, which operate nonconsciously, without making assumptions about consciousness that are difficult to verify. We can observe behavioral responses consistent with painful feelings, but it is not easy to know what, if anything, is being felt. The sensory component of these systems can, like threats, trigger complex motivational states that organize behavioral responses that maximize survival potential. These complex responses occur in people when they consciously feel pain, but it does not mean that the feeling of pain is the cause of the response or even a necessary accompaniment to it.158


  I am, like most people, drawn to the idea that animals feel pleasure and pain when they act as if they do have such feelings. But as a scientist, I am compelled to ask: How can we distinguish behavior due to presumed consciously felt hedonic states in animals from behavior due to nonconscious processes? This is especially problematic since we know that much of human behavior does not depend on consciousness. As we have seen, to make a case for animal consciousness it is not sufficient to provide evidence (even converging lines of evidence) that the behavior in question is consistent with the existence of a conscious experience. One also has to show that the behavior cannot be accounted for by processes that work nonconsciously.


  DE-DARWINIZING HUMAN EMOTIONS


  Our view of life on earth was radically changed by Darwin’s theory of evolution by natural selection. Many of his ideas have been shown, through rigorous scientific tests, to accurately portray the continuity of organisms. I believe that one thing that Darwin got wrong, however, was the idea that humans have inherited conscious feelings from animal ancestors. In order for this to have occurred, we would have to have inherited brain circuits that encode these feelings—not just the responses, but also some version of the conscious feelings, as well.


  One argument against the innate view of emotions like fear is that there are so many ways for humans to experience it: We can be afraid of a snake at our feet, a mugger, elevators, heights, tests, public speaking, tainted food, dehydration, hypothermia, reproductive failure, losing a friend, alien abduction, financial insecurity, failing an exam, not leading a meaningful or a moral life, the eventuality of death. This would seem to rule out a single brain circuit for fear (and/or anxiety) that could have been inherited from animal ancestors that would account for all these states.159


  One could contend that variants of fear and anxiety are simply cognitive elaborations of the activity of a common underlying brain circuit, or of a small number of such circuits. As I have argued, however, although innate circuits that are relevant to feelings of fear and anxiety do exist, they are not feeling circuits (circuits that encode conscious feeling of fear or anxiety)160 but rather survival circuits (circuits that control behaviors that help organisms survive and thrive in the face of challenges and opportunities in life). An important category of survival circuits are those that control defensive behaviors. Others are involved in energy and nutritional needs, fluid balance, temperature regulation, and reproduction. And one way that feelings arise is by the individual’s becoming consciously aware of the consequences of survival circuit activity occurring in his brain and happening to him. These survival circuits generate nonconscious motivational states that contribute to, but are not the same as, the feeling of fear or anxiety. The implicit states influence conscious emotional feelings but remain outside of the view of our mind’s eye, except when we notice their consequences in our behavior or in our body.


  Though it is most often discussed in relation to predatory defense circuit activation, the feeling of fear does not have an exclusive contract with any particular subcortical circuit. We have to protect ourselves against many different kinds of challenges on a daily basis, not just predators. For example, if you are without food for an extended time, signals associated with low energy supplies can trigger the feeling of fear that you might starve. Or if you are trapped on a mountaintop and sense the temperature dropping, you might begin to be fearful or anxious that you will freeze to death. Fear/anxiety is the cognitive awareness that you are in danger, regardless of whether that danger triggers a defensive, energy regulation, fluid balance, or other survival circuit, or whether the danger is imagined, or whether it results from the contemplation of the meaning (or meaningless) of existence.


  Emotions, in short, are states of consciousness pieced together by complex cognitive mechanisms. To understand how these feelings come about, we have to delve into the mechanisms of consciousness, which is what the next three chapters address.





  


  CHAPTER 6


  LET’S GET PHYSICAL: THE CONSCIOUSNESS PROBLEM


  “The highest activities of consciousness have their origins in physical occurrences of the brain just as the loveliest melodies are not too sublime to be expressed by notes.”


  —W. SOMERSET MAUGHAM1


  Fear and anxiety are conscious experiences, feelings that take over our conscious minds. But what is consciousness? Most everyone agrees that we humans possess it. But exactly what it is, how it works in the brain, and what other animals might have it remain contentious topics. Because we can’t really begin to understand fear and anxiety without some understanding of consciousness, let’s dive right into it.


  SOME DEFINITIONS AND RESTRICTIONS


  The word “conscious” is used in two different ways in everyday discourse. Sometimes it means being awake and alert and capable of interacting with one’s surroundings as opposed to being asleep, anesthetized, or in a coma. This kind of consciousness is sometimes called creature consciousness, and contrasts with state consciousness, or as we’ll call it here, mental state consciousness, which is the ability to be aware that one is experiencing something.2 Mental state consciousness (awareness) depends on creature consciousness (wakefulness), but having creature consciousness does not guarantee mental state consciousness. All animals have creature consciousness, but only animals that can be aware that they exist can have mental state consciousness.3


  
    
      
        	
          Table 6.1: Creature vs. Mental State Consciousness

        
      


      
        	
          FEATURE

        

        	
          CREATURE CONSCIOUSNESS

        

        	
          MENTAL STATE CONSCIOUSNESS

        
      


      
        	
          Awake and alert

        

        	
          yes

        

        	
          yes

        
      


      
        	
          Responsive to sensory stimuli

        

        	
          yes

        

        	
          yes

        
      


      
        	
          Execute complex behaviors

        

        	
          yes

        

        	
          yes

        
      


      
        	
          Solve problems and learn from experience

        

        	
          yes

        

        	
          yes

        
      


      
        	
          Awareness that a stimulus is present

        

        	
          no

        

        	
          yes

        
      


      
        	
          Awareness that one’s self exists

        

        	
          no

        

        	
          yes

        
      


      
        	
          Awareness that it is one’s self that is sensing, behaving, and solving problems

        

        	
          no

        

        	
          yes

        
      

    
  


  When I use the word “conscious” (or “consciousness”), unless I say otherwise, I will be referring to mental state consciousness. As defined here, mental state consciousness will mean the ability to be aware that some state is occurring and to have knowledge of what that state is about. States that occur without one’s explicit awareness of the content of the state and its occurrence are treated as nonconscious events. To the extent that nonconscious states involve cognitive processing and thus are part of the cognitive unconscious (see Chapter 2), they are mental states, though not conscious mental states.


  This discussion will necessarily again raise the question of whether other animals have what we humans call consciousness, or something equivalent.4 Some argue that other primates, especially apes, do have conscious experiences comparable to those of humans.5 Others make the same case for mammals6 or other vertebrates,7 because their brains are also similar to ours in many ways. Another view is that there might be primitive kinds of consciousness that are shared by humans and other animals, in addition to more elaborate kinds that are more typical of humans8 (e.g., the subcortical theories of feelings by Panksepp and Damasio, discussed in the previous chapter). But should such primitive versions be thought of as examples of mental state consciousness, or are they implicit, nonexperiential states that contribute to consciousness but are not themselves consciously experienced? Still others argue that some invertebrates are conscious.9 Others go further, arguing that consciousness is simply biological information processing, which is pervasive in all forms of life, including plants and unicellular organisms.10 An even more extreme view is that consciousness (or some form of it) is a feature of any physical entity that integrates information, such as devices based on electronic chips (a calculator or a smartphone).11 Then there is the proposal that we aren’t really conscious at all; we just think we are because of the way cognitive systems work in our brains—once we come to fully understand the brain, we will be able to do away with a concept like consciousness altogether.12


  CONSCIOUSNESS AND THE UNCONSCIOUS CHALLENGE


  René Descartes effectively formulated the modern consciousness problem when he tried to establish criteria for what can be known with certainty.13 He concluded that the only thing a person can know directly and with confidence is his own inner experience, his own conscious states; what goes on in someone else’s mind can only be inferred. For Descartes, mind, consciousness, and soul effectively meant the same thing: a nonphysical realm of existence that has no location in space or time, which humans have but other animals do not. Descartes described animals as mere “beast-machines,” by which he meant that, lacking mental state consciousness, animals are simply physical entities that respond reflexively to the world.14 Consciousness, he said, endows humans with rational thought, inner awareness, and free will, all of which beasts lack.


  As we saw in Chapter 2, when experimental psychology emerged as a scientific alternative to philosophical speculation about the mind in the late nineteenth century, the inner realm of conscious experience was the primary topic of interest, and the new field hoped to use experimentation to solve Descartes’ problem.15 But by the 1920s consciousness had begun to lose its esteemed position due to challenges posed by behaviorists like John Watson and by Freud’s theory of psychoanalysis. Behaviorists held that consciousness, being private and unmeasurable, is not a legitimate topic for an experimental science;16 observable behavior is the only acceptable source of psychological data, whether studying animals or humans. For his part Freud argued that consciousness, although playing an important role, is just the tip of the mental iceberg—most of the mind is unconscious.17


  By the middle of the century, cognitive science began to supplant both behaviorism and psychoanalysis, and with it a different version of the unconscious mind emerged.18 The cognitive mind was an information-processing system that detects and responds to stimuli, learns and forms memories, and uses these to control behavior, mostly unconsciously.19 We are consciously aware of the outcome of information processing (the content it creates in our conscious mind—the conscious experience itself) but never of the underlying processing.20 Some of these implicit processes lead to conscious experience (conscious content), but in others the result of the processing is unconscious, or nonconscious. Many of the things we learn in life and use as we interact with our physical and social environment (such as syntactic parsing of sentences, depth perception, instrumentally reinforced actions, and habits) involve implicit, nonconscious processes and content to which we have no direct conscious access.21 Although the Freudian unconscious is a repository for previously conscious content, a place where anxious thoughts and memories are shipped and kept under wraps,22 the so-called cognitive unconscious refers to processes that perform functions that may or may not produce conscious content. When referring to processes like the latter, I prefer the term “nonconscious” to avoid confusion with the Freudian unconscious.


  Information that is not present in consciousness at the moment, but that is readily accessible to be made conscious, is sometimes said to be in a preconscious state and is often distinguished from information that is inaccessible. Freud used this term, as have contemporary cognitive scientists.23 For example, you are probably not at this moment thinking about what you had for dinner last night, but now that I’ve mentioned it, you very likely have retrieved that information.


  MENTAL STATE CONSCIOUSNESS AND COGNITION


  In Descartes’ formulation, humans consist of two kinds of substances that give rise to two kinds of states: physical (beast-machine) states and mental (conscious) states. For him, mind or cognition was one and the same with consciousness. But Freud—and, later, cognitive science—offered a more subtle view, one in which the mind has both conscious and nonconscious aspects. This distinction comes into play when we are trying to determine which aspects of human behavior depend on mental state consciousness, and also when trying to address the question of whether animals have mental state consciousness. So how do we make the actual distinction?


  The most straightforward way to distinguish mental state consciousness from nonconscious processes that control behavior is via language—by verbal self-report.24 According to Descartes, man supplies evidence that he possesses a rational soul (consciousness) through speech.25 The philosopher Daniel Dennett similarly notes that the hallmark of conscious states in humans is that they can be reported—we can talk about them.26 People can also show that they are aware of something by nonverbal means, but this usually takes the form of a response to a verbal request, and most if not all of the time (in the absence of brain pathology), when a nonverbal report of consciousness can be given, a verbal report can also be offered. Although we may not be able to verbally describe with complete accuracy all of our conscious experiences, we can usually say whether we are having one. And just as the presence of a verbal report is the best evidence that someone was conscious of something, the absence of a verbal report is the best evidence that he was not (barring forgetfulness, deception, or mental dysfunction). Some go so far as to say that conscious experience is entwined with (depends upon) the ability to report on the experience.27


  When dealing with the question of consciousness in human subjects, then, a key question is which kinds of brain events and resulting states are verbally reportable, and which are not. Studies of conscious versus nonconscious processing in humans often use a degraded presentation of visual stimuli to eliminate the ability to consciously see a stimulus. The presence of nonverbal responses (behavioral or physiological) in situations in which a subject fails to identify a stimulus verbally is viewed as evidence of nonconscious processing. To obtain these nonverbal responses to stimuli that were not consciously seen, the subjects typically have to be coaxed to respond by instructing them to choose from several the one that matches the stimulus presented but not consciously seen, even if they have to guess.


  The classic way to prevent stimulus information from reaching conscious awareness in people involves subliminal stimulation, a procedure in which a visual stimulus is flashed very briefly—for only a few milliseconds, which is too short a time for it to reach awareness.28 Another approach, which is more stringent and used more often today, is called masking (Figure 6.1). In this procedure one stimulus, the target, is followed a few milliseconds later by a second stimulus, the mask.29 Masking has the same general effect on conscious perception as a brief flash, but because it helps prevent the stimulus itself from lingering, it blocks awareness more effectively. Under either condition, the typical result is that subjects deny having seen anything, yet through nonverbal measures the stimulus can be demonstrated to have been registered.30 And there are other approaches as well.31 The ability to measure a nonverbal response under conditions where verbal report does not occur is the reason that conscious and nonconscious states can be distinguished in people.


  Studies of consciousness in other animals are a different matter, because evidence related to both nonconscious processes and mental state consciousness can only be obtained using nonverbal responses. How, then, can one determine when a nonverbal response is revealing nonconscious cognitive processes as opposed to consciously experienced mental states?


  [image: Images]


  Figure 6.1: Preventing Conscious Awareness of Visual Stimuli Using Masking.


  Masking is a psychological procedure in which the ability to be aware of a stimulus and report its presence is disrupted. If the target stimulus (the stimulus to be identified) is followed by a second stimulus (the mask) after a brief delay (e.g., 30ms), the participant is typically unable to identify the stimulus, but if the delay between the target and mask is longer (e.g., 200 ms), then the stimulus is readily identified.


  One strategy used to explore consciousness in animals assumes that if an organism can solve complex problems behaviorally, it has complex mental capacities and therefore mental state consciousness.32 But this approach conflates cognitive capacities with consciousness, which we’ve seen are not the same.33 Animals are not, as Descartes characterized them, simple beast machines that only react reflexively to the world. They use internal (cognitive) processing of external events to help them pursue goals, make decisions, and solve problems. But because the human brain can often carry out these same tasks nonconsciously, the mere existence of such cognitive capacities in animals can’t be used as evidence that consciousness was involved.


  A more direct way of assessing consciousness in animals is to place them in situations that are indicative of consciousness in humans and see whether they respond in a similar way. One procedure that has been used extensively is the mirror test of self-awareness. Young children before the age of two fail to notice a change in their appearance when they view themselves in a mirror.34 For example, if a red spot is put on a child’s face, she will ignore it before roughly eighteen to twenty-four months of age, but will try to remove it at the latter age and after. This phenomenon is thought to reflect the emergence of conscious self-awareness in early life. Positive results on this test have been achieved with chimpanzees and have been used to argue that these animals have mental state consciousness. (Other animals that have passed the mirror test include monkeys, whales, dolphins, elephants, and even one species of bird.35) But the value of these tests has been challenged by Celia Heyes.36 She points out that in chimps the ability to notice the spot is highest in infancy and decreases progressively with age, which is the opposite of what happens in human children, and the opposite of what would be expected if it reflects the developmental emergence of conscious awareness. Heyes’s main criticism, though, is that approaches like this, which are based on a simple analogy with human behavior, don’t rule out the possibility that the behavior is controlled nonconsciously (that the animal detects the spot, but the detection process does not depend on conscious awareness). Remember, to demonstrate mental state consciousness in animals, one has to not only produce evidence consistent with consciousness but also evidence that alternative, nonconscious explanations are not viable.37 As a result, the mirror test, as typically conducted, does not provide conclusive scientific evidence for mental state consciousness in other animals.


  A more stringent approach was proposed by Larry Weiskrantz.38 He argued that, just as human studies are able to show the difference between conscious and nonconscious processing by contrasting reportable states of awareness versus nonreportable events that control behavior, animal studies also have to be able to distinguish behavioral performance from an awareness of the stimulus. His solution was the use of a commentary key. For example, a monkey is placed in a situation where button pressing will lead to a reward: If it presses button “A” when a visible light flash is present, or presses button “B” when the light flash is absent, the reward will be given. There is also a third button, “C,” that produces a reward only 75 percent of the time, but independent of the light. It is assumed that if the monkey is confident about whether or not the light has flashed, it has no reason to choose “C,” because it is likely to be rewarded close to 100 percent of the time for selecting “A” or “B” accurately when the light is clearly visible. But if the game rules change such that the difference between light and no light is made less clear, and is only detectable about 50 percent of the time, then pressing “C” is a better bet, because it will result in a reward 75 percent of the time, again regardless of whether the light flashed. The monkey’s choice of button “C” can thus be used as an indicator of how confident it was about what was seen,39 and this is viewed by some as reflecting conscious mental states. Although the commentary approach is, according to Weiskrantz, essential to demonstrate mental state consciousness in animals, it is not sufficient, because behavior can improve with practice and become habitual, in which case it would not necessarily depend on mental state consciousness.40


  Studies of metacognition in animals, some of which have used commentary keys (as suggested by Weiskrantz) and tested alternative hypotheses (as suggested by Heyes), illustrate the difficulties in research in this area.41 In simple terms, metacognition refers to cognition about cognition (thought about thought), the ability to monitor or control cognitive processes.42 In human studies, commentary keys are unnecessary, as subjects can be verbally instructed about what to do. For example, participants can be exposed to pictures of fruits under degraded presentation conditions (using masking, for example). They are told to press a button if a fruit is shown. On each trial they are asked how confident they are—whether they are guessing or not—that a fruit picture occurred.43 If they perform better when they say they are not guessing, this is viewed as evidence that they had some thought (a metacognition) about the accuracy of their response. A related approach, called postdecision wagering, requires the subjects to place a wager on whether their behavioral response was correct.44 If they bet more money on trials in which they were correct, it is viewed as an indication of metacognition. Although some argue the wagering approach provides a direct, objective measure of consciousness,45 concerns have been raised about this conclusion.46


  In animal studies of metacognition, sophisticated training procedures involving the commentary key approach have been used to teach the subjects how to express their confidence in the accuracy of their responses47 (Weiskrantz’s monkey study described above is an example). But whether these studies actually demonstrate the existence of thoughts about thoughts in animals is debated, with some being skeptical of the claims.48 Others, while accepting that some studies have indeed shown metacognitive ability in animals, are still hesitant about the leap from metacognition to consciousness. For example, J. David Smith, a prominent researcher in this area, is an enthusiastic supporter of the existence of metacognition in animals. He argues that research with this methodology enables comparisons of cognitive capacities between humans and other species49 (it also provides a way to study cognitive capacities in humans who cannot communicate through language for various reasons, such as preverbal children or people with brain damage or congenital disorders leading to severe autism or mental retardation). But Smith also notes that although this kind of research can reveal significant insights into animal cognition, it does not demonstrate the existence of animal consciousness. The bar is considerably higher for the latter.


  There’s an additional body of work that is relevant to this topic, which involves efforts to demonstrate that animals have episodic memory, first-person conscious memories of the experiences of one’s life.50 Some claim that this kind of memory depends on consciousness and is unique to humans.51 If animals could also be shown to possess episodic memory, it might constitute evidence that they have bona fide conscious experiences. But, as we’ll see in the next chapter, the issue is more complicated than it might seem at first blush. Mammals and some birds do have some of the cognitive components of episodic memory, but whether they truly have episodic memory itself is harder to establish. For that reason most scientists who study this topic speak of episodic-like memory rather than episodic memory per se.


  Although it is possible to conduct sophisticated studies of animal cognition, it is much more challenging, and maybe even impossible, to venture into another animal’s mind and know what, if anything, it is experiencing and thus whether it has mental state consciousness. As Guilio Tononi and Christof Koch state, “The lessons learnt from studying the behavioural (BCC) and neuronal correlates of consciousness in people must make us cautious about inferring its presence in creatures very different from us, no matter how sophisticated their behaviour and how complicated their brain.”52 The cognitive neuroscientist and consciousness researcher Chris Frith and his colleagues stated the problem succinctly: Although they believe that monkeys do have conscious mental representations, it’s very difficult to prove this assumption; even though monkeys can be trained to report their perceptions behaviorally, the inability to validate these behavioral reports with verbal ones precludes the conclusion that they consciously experienced the stimulus.53 If we cannot conclusively establish that other primates are consciously aware of activities in their brains, it does not bode well for the possibility of proving consciousness in other, nonprimate animals.


  Actions may speak louder than words in many situations. But for consciousness, even a faint whisper says more than any movement possibly can. So let’s look at language and consciousness in more detail.


  LANGUAGE AND CONSCIOUSNESS


  As part of our daily lives we use language to label and describe our perceptions, memories, thoughts, beliefs, desires, and feelings. As we’ve seen, this capacity to talk about our inner states makes it relatively easy for us to study human consciousness scientifically. But the contribution of language goes far beyond simply providing a tool for assessing consciousness. Language, Daniel Dennett says, lays down tracks on which thoughts can travel.54 Many other philosophers of mind and scientists have argued for a strong relation between language and consciousness.55


  Language, of course, primarily involves using words to label external objects and events and inner experiences. But we also have syntax, or grammar, which structures our mental processes and guides their operation when we are thinking, planning, and deciding. As noted by the cognitive neuroscientist Edmund Rolls, syntax enables us to plan actions through many stages and evaluate their consequences without having actually to perform the actions. By contrast, non-linguistic behavior in both humans and other animals, according to Rolls, is driven by innate programs, reinforcement history, habits, and rules, but not by the capacity humans have to anticipate many steps ahead.56


  Although there are many significant physical differences between the brains of primates and other mammals,57 and between humans and other primates,58 the most fundamental one is functional and involves the contributions of language to cognition. The relatively impoverished cognitive capacities of the language-deficient right hemisphere of a split-brain patient compared with the language-rich left hemisphere makes the point.59 Some may counter that people who are born deaf and mute or who lose language abilities due to brain damage are not without higher cognition and consciousness.60 But the issue is not about the ability to understand language and to speak, but rather how language enables the human brain to process information in ways that are not possible without it.61


  We don’t know scientifically whether other animals have mental state consciousness. But if they do have such states, and were it possible for a human to somehow experience those states in the way the animal does, the experience would likely be very different from what the human normally experiences in a comparable situation. Language is not just a system for talking and reading. Talking and reading reflect the cognitive elaborations brought into the brain by language.


  The philosopher Ludwig Wittgenstein famously said that if a lion could speak, we wouldn’t understand what it was saying.62 He was probably commenting on the consequences of humans and lions having different environments and different life experiences in those environments. My take is that although the lion brain, being mammalian, is similar to the human brain in many respects, it is fundamentally different, particularly with regard to the neocortex, which, as we will see, is especially important for human consciousness. In other words, putting the ability to speak into a lion brain would still leave the lion with a lion brain. It would be a more sophisticated lion brain, but it would still be a lion brain.


  WHAT IT IS TO BE: THE QUALIA PROBLEM


  “Qualia” is a term about consciousness that often appears in academic discussions. In New York, it has also been a popular topic in coffeehouses, cafés, and bars in certain neighborhoods, especially around NYU. These days, New York has become a hotbed of consciousness. Some of the major philosophers of mind are based at NYU and other academic institutions in the city, but the proliferation of qualia talk in the Big Apple is also due to the New York Consciousness Collective,63 a group of younger philosophy professors and graduate students and some neuroscientists as well that, among other activities, hosts an annual music event called the Qualia Fest, where consciousness is sung about, danced to, and altered in unmentionable ways. My band, The Amygdaloids, often plays some of our songs about mind and brain and mental disorders at the fest. By the way, The Amygdaloids’ CD, also called Anxious, can be downloaded by scanning the barcode in the preface. The 2012 event was featured in the New York Times, which certainly drew broader attention to qualia around town.64 So what are qualia?


  The philosopher Tom Nagel, an NYU colleague, wrote a famous paper in 1974 titled “What Is It like to Be a Bat?”65 His answer was that being a bat was like being a bat, and it was something a human could never truly comprehend because our experiences—our qualia—are different. Though similar to the point that Wittgenstein raised about lions, Nagel’s argument was that consciousness has a subjective quality—that it is “like something” to be in a conscious state. It is now often said that when we consciously experience some inner state, what we are experiencing are its phenomenal qualities, its “qualia.” We don’t really know if it is actually like anything to be a bat. But we do know that if it is like something, it is nothing like what it is to be a human, in part because of language and its contributions to our brain.


  In the 1990s David Chalmers, another NYU philosopher, proposed an influential distinction between the hard and easy problems of consciousness.66 The easy problems are the ones that neuroscientists typically study—for example, how sleep and wakefulness come about, and how sensory processing, perception, motor control, learning and memory, attention, and other aspects of cognition work (aspects of creature consciousness). Explaining the phenomenal content of mental state consciousness is the hard problem.


  For example, it is a fairly straightforward process to try to figure out how the brain processes the colors red, orange, and pink. We can even learn things about how cognitive processes make it possible for us to put colors and shapes together to create visual representations of the sunset. But understanding how we experience these colors in a sunset is much more difficult. As put by Ned Block, another leading consciousness philosopher at NYU, the hard problem is explaining why the physical basis of a given phenomenal or subjective experience is the basis of that experience and not of some other experience or of no experience at all.67


  The designation “hard problem” reflects, in part, the fact that it is scientifically difficult to address. But there’s more. Chalmers and Nagel believe that mind is not simply something the brain does. Although the mind does, of course, depend on the brain, its essence ultimately belongs to a nonphysical realm that is distinct from the physical world inhabited by the brain and body. In other words, Chalmers and Nagel are dualists (Chalmers calls himself a naturalistic or scientific dualist, presumably to distinguish his position from theological dualism). For them, understanding the relation of the brain to consciousness is not just a hard problem, it’s an impossible one, because it’s the wrong conception of the problem. Consciousness is something beyond the brain; the brain is merely a vehicle in which consciousness rides in the physical world. And because consciousness itself is not a physical event, studying the brain will not reveal the essence of phenomenal experience. Brain research will reveal neural correlates of consciousness, but not consciousness itself.68


  Other leading philosophers argue that conscious states are brain states—that understanding conscious experience in neural terms, though difficult, is in principle possible. As a neuroscientist I pursue the mind from this physicalist perspective and assume that the brain mechanisms that contribute to consciousness, whatever they end up being, are all that is needed to explain consciousness.69 There is nothing mental that exists independent of, and in addition to, the brain mechanisms of consciousness. When I use the term “mental,” as in “mental state consciousness,” I am referring to the name we give to brain states that have phenomenal properties, states that we are aware of and that we attribute to our own brain and to our mind, but where mind is a material product of the brain.


  PHYSICALIST THEORIES OF CONSCIOUSNESS


  Within the physicalist approach to mental state consciousness, there is much debate about how the brain might generate conscious experiences. The standard, most widely accepted view is that consciousness is a brain state in which the person in possession of that brain is aware of what is occurring within that brain and can report on the experience to others. This state is typically viewed as a product of the brain’s cognitive capacities. Given that these capacities are largely dependent on the neocortex, most work on consciousness has focused on the neocortical areas. (The subcortical theories of conscious feelings by Panksepp and Damasio discussed in the previous chapters are notable exceptions.)


  We will consider key theories that view consciousness in relation to cognitive processes below. These have typically addressed the issue of perceptual consciousness—how we come to consciously experience external stimuli, especially visual stimuli. Because it is not possible to review all theories of consciousness,70 only those directly relevant to the discussion in the following chapters will be covered.


  INFORMATION-PROCESSING THEORIES


  Most physicalist theories of consciousness today are based on the idea that the brain is an information-processing device, and that consciousness is a result of the most advanced of its processing functions. A number of prominent psychologists and philosophers assume that a particular process called working memory plays a key role in consciousness.71


  Working memory is a special information-processing function that consists of two main components: a temporary information storage system (the workspace) and a control system that performs executive functions (Figure 6.2). A key executive function is attention, which controls the flow of information into the workspace from sensory and long-term memory systems.


  We use working memory in thought and action control. For example, suppose you are at a wine tasting. In order to compare a wine you are now sampling with others you drank a few minutes earlier, you keep a record of their individual tastes in the temporary storage component of working memory. To do this, you have to exercise control over what is and is not represented in working memory by using attention and other executive functions. But you might also be comparing the wines on their aroma and appearance, in addition to simply on the basis of their taste. Working memory thus enables not only integration over time, but also across sources, such as sensory modalities. You might also bring long-term memories from the more distant past to bear on your evaluations, experiences that enable you to know that big, bold-tasting wines have a deep, dark appearance, as compared with wines that are more subtle in taste and lighter to the eye. Executive functions are used to retrieve all these memories and maintain them in temporary storage. Executive functions also come into play if you then have to decide, on the basis of all this mental work, whether to buy one of the wines, and if so, which one.


  The ability of working memory to hold disparate kinds of information in our minds while we think, decide, and plan actions is relevant to consciousness because the content of working memory is assumed to constitute the information about which we can be conscious. What was called the System 2 kind of decision-making process in a previous chapter crucially depends on working memory. But working memory depends on implicit processes that are not consciously accessible, and not all information that makes it into working memory becomes conscious content72 (this is, in part, why there are debates about whether System 2 decisions are necessarily conscious decisions). Although working memory plays an important role, it does not, on its own, completely account for conscious experience.
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  Figure 6.2: Working Memory and Consciousness.


  Working memory is typically described as a mental workspace in which information can be temporarily stored while it is operated on by executive functions. A key executive function is attention, which determines which of the many sensory cues available at any one moment enter working memory. Attention also contributes to the retrieval of long-term memories that allow the stimulus to be related to similar stimuli and to experiences one has had with such stimuli. Working memory and attention are viewed by most information-processing theories as crucial (maybe necessary), though not necessarily sufficient, for the emergence of a conscious experience. Thus, while we are usually conscious of the information that is attended to and in working memory, not all information that engages attention and working memory necessarily makes it into conscious awareness.


  HIGHER-ORDER THEORIES


  Most information-processing theories implicitly assume that perceptual consciousness involves more than mere sensory processing. This idea is made explicit in higher-order theories, which assume that at least two steps are required: a first-order representation, which is not consciously experienced, and a higher-order representation, which is73 (Figure 6.3). Without the higher-order representation, the lower-order information remains unaccessed in the cognitive unconscious and is thus not consciously experienced.


  A leading proponent of higher-order theory is David Rosenthal of the City University of New York Graduate Center.74 Most often the higher-order representation is viewed as a thought about a thought. Rosenthal, for example, argues that in order to be conscious, one must have the ability to reflect upon his thoughts.75 Unless a thought is the subject of another thought, the first thought is not conscious. Importantly, even though the second thought enables information in the first-order experience to make it into consciousness, the second-order state is not itself a consciously experienced thought. For it to be consciously experienced, it has to then be the object of yet another thought (this is why metacognition, which is a second-order thought process, is not the same as consciousness). Rosenthal, in short, argues that we are not aware of the higher-order thought itself, but only of the information that it is about. Thus, nonconscious cognitive processes give rise to conscious experiences. To make this concrete, consider the steps necessary to be conscious that YOU are seeing an apple. First, the apple must be represented as a perceptual object. Second, the perceptual object has to be placed in working memory. Third, you have to have a thought about the perceptual object (“That’s an apple”). But to be conscious that you are having that thought, you would need an additional thought (“I am seeing an apple”), and so on.
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  Figure 6.3: Higher-Order Theory.


  This theory proposes that in order to be conscious of some stimulus or event we must have a cognition about that stimulus or event. This allows us to be conscious of the stimulus or event, but not of the cognition about the stimulus or event. An additional higher-order event is necessary to be conscious that you are conscious of something. Working memory is necessary for these higher-order cognitions.


  When I first learned of higher-order theory, I was reminded of a book on meditation that I had read some years earlier, called Zen Training,76 which described the author’s Buddhist ideas about thought and consciousness. He notes that “man thinks and acts unconsciously” and then proceeds to offer an explanation of how consciousness comes about. To do this, he posits three nens (thought impulses). The first nen is a primitive representation of the world. The second nen is a recognition that the first nen exists. It allows us to experience the first nen, but it knows nothing about itself. The third nen is a conscious experience of the second nen, a recognition that the experience is happening to oneself (the involvement of the self in consciousness will be discussed in the next chapter, when we examine the relation of memory to consciousness, especially the role of memories of one’s personal experiences in life). The three nens are similar to the three steps posited by Rosenthal as necessary for you to know that you are conscious of something. It’s interesting how very different traditions can reach similar conclusions.


  Studies of metacognition essentially measure higher-order thoughts, because people are asked to think about what is in their mind.77 Axel Cleeremans’s “radical plasticity hypothesis” explicitly combines metacognition and higher-order theory.78 He proposes that higher-order representations do not happen automatically but have to be learned: Through experience, certain unconscious states are accompanied by a learned metarepresentation that is consciously experienced. This does not mean, however, that everything measured under the umbrella of metacognition equals consciousness.


  Variants on higher-order theory stress the importance of an inner narrative about experience—that consciousness is, in part, talking to ourselves. Daniel Dennett’s multiple drafts theory, which draws upon Rosenthal’s ideas, views conscious states as drafts of a narrative.79 Mike Gazzaniga’s interpreter theory also views conscious states as reflecting an inner narrative, one that results from the interpretation of experience.80 Larry Weiskrantz’s commentary theory emphasizes the importance of the ability to report about one’s experience,81 noting “being aware means being able to make a commentary and . . . such a capacity may be endowing and not merely enabling, which in turn bears a formal, if not literal, relation to David Rosenthal’s view that consciousness entails a thought about a thought.”82 According to Rosenthal, the existence of higher-order thoughts is what allows one to give self-reports about experience.


  GLOBAL WORKSPACE THEORY


  Global workspace theory is another variant of the information-processing view (Figure 6.4). Originally proposed by Bernard Baars,83 it has also been forcefully championed by Stan Dehaene, Lionel Naccache, and Jean-Pierre Changeux.84 As in other information-processing theories, it holds that various systems compete for access to a cognitive workspace (essentially working memory), and attention selects what reaches the workspace. Information in the workspace can then be used in thinking, planning, decision making, and behavioral control. But according to global workspace theory, the executive attention and workspace of working memory alone are not sufficient for a conscious experience. The information at hand has to be broadcast widely in the brain, sent back to the workspace, and rebroadcast over and over. In global workspace theory, it is the broadcasting and rebroadcasting from the workspace that create phenomenal conscious experience.


  [image: Images]


  Figure 6.4: Global Workspace Theory.


  In this theory, consciousness arises from the broadcasting of information out of the workspace (essentially working memory) and the return of the broadcasted information to the workspace, and rebroadcasting and return. Broadcasting and re-rebroadcasting amplify processing in such a way that produces a conscious experience. Consciousness is thus a product of the global activity in these theories.


  Global workspace theory is in some respect similar to the higher-order theory of consciousness: A single level of processing is said to be insufficient for conscious experience, cognitive access is viewed as necessary for phenomenal experience, and verbal reports are taken as a mark of experience. But global workspace theory does not explicitly require that the experience be the subject of a thought or perception in order to be consciously experienced. The information simply has to be placed in the workspace and broadcast and rebroadcast.85 One can imagine that higher-order representations are being created as part of the broadcasting and rebroadcasting, but this idea is not part of global workspace theory.


  FIRST-ORDER THEORY


  The simplest information-processing theory of perceptual consciousness is first-order theory86 (Figure 6.5). It assumes that the representation of a perceptual object (e.g., a visual stimulus) is all that is needed to have a conscious experience of that stimulus. For first-order theorists, an essential part of a conscious state is its awareness of itself.87 First-order theory thus stands in opposition to all of the theories discussed above. When I describe it as “the simplest,” I refer to the fact that it requires fewer processes than the others. But it is not simple to understand.
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  Figure 6.5: First-Order Theory.


  This theory stands in contrast to the other theories described so far in that it assumes that all that is needed for the awareness of a stimulus is the processing of that stimulus itself. Awareness occurs as part of stimulus processing. Working memory, higher-order cognition, and broadcasting and rebroadcasting, according to this view, simply allow amplification of the representation and give access to the experience (access consciousness), but the experience itself (phenomenal consciousness) is independent of these operations that give rise to cognitive access.


  Ned Block, a colleague at NYU, is the leading proponent of this view.88 Block prefers the term “same-order theory” to capture the reflexive nature of consciousness—that it is a self-contained state about itself, and no other state is needed to experience it. His theory is based on a distinction between access consciousness and phenomenal consciousness.89 Block’s idea is that phenomenal experience (mental state consciousness) can exist without the cognitive access that allows you to know you are experiencing it.90 To help understand the nature of unaccessed phenomenal consciousness, Block offers the example of what happens when you are sitting in a quiet room, reading or thinking or daydreaming, and suddenly something changes in your sensory world—for example, the motor of the refrigerator in the nearby kitchen shuts off. At that point you seem to notice that you had been conscious of the sound. This unnoticed prior experience is the essence of Block’s phenomenal consciousness. It is a conscious state that you are not aware of and could not report on until you accessed it, yet, according to Block, you were phenomenally conscious of it before you accessed it. Access, Block says, is simply what allows us to become aware of the content of our subjective phenomenal experiences.91


  In a commentary on Block’s theory, Lionel Naccache and Stanislas Dehaene point out the difficulty in experimentally separating nonaccessed phenomenal consciousness from the cognitive access that is required for reporting on conscious experience. The idea of first-order phenomenal consciousness, like access consciousness, is thus intractably dependent upon the need to obtain subjective reports about the state.92 So how do you distinguish an unaccessed state of phenomenal consciousness of which you are not aware from a nonconscious state of which you are not aware? Awareness in each case depends on access. So what is unaccessed phenomenal consciousness?


  Every time I notice the motor of a refrigerator shut down, I struggle to figure out if I was aware of it or not. In that sense, Block’s example is ingenious. But I think what is going on has more to do with short-term sensory memory than with phenomenal consciousness. Each sensory system can store information in a preconscious (unaccessed) state for some seconds.93 Thus, when the motor shuts down, attention is directed to the preconscious sensory memory and pulls it into working memory. We then have a conscious experience of having been listening to the sound, but what we experience and remember is what was in our preconscious short-term memory buffer rather than some previously unaccessed phenomenal state.


  Adam Zeman, a British neurologist who has written extensively about consciousness, notes that the conflict that exists between theories that use self-report to distinguish the transition from unconscious processing to conscious awareness, and theories that assume that unaccessed phenomenal states that are not reportable are states of consciousness, is a major challenge to the field.94 How, then, are we to choose among the various theories of consciousness to try to understand fear and anxiety as consciously experienced states? Maybe the brain can help.


  USING THE BRAIN TO HELP UNDERSTAND PERCEPTUAL CONSCIOUSNESS


  Until recently, philosophers interested in consciousness paid little attention to the brain. Even those who ascribed to physicalist explanations of consciousness did not necessarily think that facts about brain function could contribute anything useful.95 For example, a philosophical school called functionalism argued that trying to understand consciousness in terms of the brain is like trying to understand how a computer can play chess by analyzing its electronic components.96 The function (playing chess) is made possible by the software that runs on the computer and is not strictly determined by the hardware itself—the same chess program can run on lots of different kinds of computer hardware. Thus, in this traditional functionalist view, consciousness is a physical event that depends on the brain, but neurons, synapses, action potentials, and neurotransmitters cannot explain how conscious experience comes about. Physicalist philosophers today, by contrast, are much more open to the idea that brain research can provide useful evidence to test philosophical theories.


  Much of the discussion about how the brain makes consciousness possible, like the discussion of consciousness itself, is focused on visual consciousness.97 This emphasis reflects the fact that research on the visual system is one of the most advanced areas of neuroscience.98 Let’s briefly review the organization of the visual system, especially its neocortical components, as most of the discussion of consciousness involves neocortically based cognitive processes.


  We know that “seeing” requires the reception of electromagnetic energy (light) by the retina, whose neurons generate neural impulses that represent a stimulus in the external visual world. These impulses are transmitted to areas of the visual thalamus, a subcortical way station that processes the signals and relays the results to the visual cortex. Circuits in the earliest stage of the visual cortex (the primary visual cortex) create an initial representation of the stimulus in terms of its lines, angles, borders, degrees of luminance, and color. These representations then combine in complex ways in later stages of cortical visual processing (the secondary and tertiary areas of visual cortex) to build shape and motion information into the stimulus. We then use these representations in behavioral actions and thoughts. Identifying these stages of visual processing, and understanding their function, is part of the so-called easy problem. The harder question is how these neural representations are consciously experienced as objects and scenes in the world by the individual’s brain.


  One way that visual consciousness has been studied involves research on patients with brain damage. For example, it has long been known that following damage to the visual cortex in the right hemisphere, patients are blind to the left side of visual space.99 This is due to the wiring of inputs from the eyes to the visual cortex—recall that information seen to the left of the center of visual space goes mainly to the right hemisphere (see Chapter 2). When visual stimuli are presented in this “blind” area of space, the patient has no conscious awareness of them. Building on the observation that monkeys with visual cortex lesions could respond in primitive ways to visual stimuli in the blind field,100 Larry Weiskrantz,101 David Milner and Mel Goodale,102 and others have shown that patients with visual cortex damage can, if coaxed, respond to stimuli that appear in this blind area of space, in spite of denying seeing the stimuli. To assess whether they process “unseen” stimuli, they are typically given two or more choices and have to pick the one related to the stimulus. Sometimes commentary keys are used. Other studies have presented a Pavlovian threat CS (see Chapters 2 and 3) to the blind area, and use autonomic nervous system responses elicited by the CS to show that the stimulus was registered by the brain. Such patients are said to have blindsight.103


  The reason that blindsight patients can respond this way is due to the fact that the visual cortex has two processing streams, both of which originate in the primary visual cortex.104 The ventral stream is responsible for object recognition; the dorsal stream is responsible for processing the location of a stimulus and determining whether it is moving so that the stimulus can be acted upon behaviorally. Because the visual inputs to the ventral stream come from the primary visual cortex, damage to the primary visual area prevents the ability to identify a given stimulus. But because the dorsal stream receives visual inputs from other visual areas, especially in the visual thalamus and brain stem, it can process a visual stimulus and respond to it without being conscious of what the stimulus actually is (Figure 6.6). The question to ponder is whether this blindsight is unaccessed phenomenal consciousness (à la Block) or, instead, simply a reflection of processes that control behavior nonconsciously. Before addressing this question, let’s consider another way to study visual consciousness in humans.


  Other studies that have helped in understanding the brain mechanisms of consciousness are those in which visual awareness is disrupted in healthy subjects with “normal” brains using subliminal stimulus presentations, such as masking and other approaches. By using these methods in conjunction with brain imaging, it has become possible to observe what takes place in the brain when people have reportable conscious experiences as opposed to when they deny seeing stimuli (Figure 6.7). For example, studies using masking have found that when healthy subjects are able to consciously report seeing a visual stimulus, areas of the visual cortex are activated, as are areas that have been implicated in attention and working memory, such as regions in the prefrontal cortex and posterior parietal cortex.105 With masked presentations, in which subjects deny having seen the visual stimulus, only the visual cortex is active—frontal and parietal areas are not. The same general pattern holds for other sensory systems. For example, conscious awareness of auditory stimuli requires auditory cortical processing and also requires prefrontal and parietal areas.106 Also, imaging has been performed in blindsight patients to examine the brain activity in conditions when they say they do and do not “see.” Consistent with the findings described so far, the prefrontal and parietal cortices are engaged when they report seeing the stimulus, but not when they report failing to do so.107 The conclusion to be drawn from these various studies is that prefrontal and parietal cortices are necessary for consciousness, a conclusion that is supported by findings demonstrating that conscious awareness of stimuli is impaired when neural activity in the prefrontal or parietal cortex is disrupted.108
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  Figure 6.6: The Visual Pathways.


  Much of the recent research on consciousness has involved questions about how we become aware of visual stimuli. A review of visual processing is thus in order. The visual world is projected onto the retina, which then sends visual information to the brain through several pathways. The two of most relevance here are the pathways to the lateral geniculate nucleus of the thalamus, and to the superior colliculus of the midbrain. The lateral geniculate transmits signals to the primary visual cortex (V1), which in turn connects with secondary (V2, V4) areas that then connect with tertiary areas (inferior temporal cortex). This pathway allows us to see the shape and color of objects, and is thus sometimes called the ventral or “what” processing stream. The superior colliculus connects with the pulvinar region of the thalamus, which in turn connects with V2, V4, and a visual area in parietal cortex. This pathway constructs information about the location of the stimulus and whether it is moving or stationary, and is used to guide movements in relation to the stimulus. It is known as the dorsal or “where”/“how” processing stream. In general, it is believed that we are consciously aware of processing by the “what” but not by the “where/action” stream; the latter thus controls actions without conscious awareness.
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  Figure 6.7: Visual Pathways and Blindsight.


  Following damage to the primary visual cortex (V1) in the right hemisphere, patients do not report seeing objects in the left visual field (which connects with the right hemisphere: see Figure 2.1). Because such lesions eliminate the flow of visual information through the “what” processing stream to the inferior temporal cortex (see Figure 6.6), the “what” stream is viewed as necessary for conscious awareness of visual stimuli. These patients can, however, reach toward objects and respond in various other ways to stimuli that they claim not to “see.” This capacity depends on the collicular, pulvinar, V4 pathway to the parietal cortex (see the top row of the diagram). Because these patients are consciously blind but can still respond to some extent, they are said to have blindsight.


  In the remainder of this book, I will build on these observations about differences in brain activation when people can verbally report on their experiences as opposed to when they cannot. This does not mean that I believe that consciousness resides in a brain area such as the prefrontal cortex or parietal cortex. Brain functions are products of circuits and systems, not brain areas. When I show illustrations in which neural activity is related to consciousness, I am emphasizing circuits within and between the depicted brain areas rather than the areas themselves.
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  Figure 6.8: Cortical Activation for Seen and Unseen Stimuli.


  Functional imaging studies show that when healthy experimental participants are exposed to a stimulus that is masked, and thus not consciously experienced and reportable (see Figure 6.1), the visual cortex is active. By contrast, when the participants are allowed to be consciously aware of stimuli and can report on the stimulus (because no mask occurred or the mask occurs at a long delay), then in addition to the visual cortex prefrontal cortex (PFC) and parietal cortex are also active. This has led to the view that the prefrontal and parietal cortex play a key role in allowing us to be aware of visual stimuli.


  WHAT DO THE BRAIN DATA MEAN FOR UNDERSTANDING PERCEPTUAL CONSCIOUSNESS?


  The involvement of the prefrontal and posterior parietal cortices in conscious perceptual experience is an especially tantalizing discovery because these areas have been implicated in attention and other aspects of working memory,109 processes that play a key role in theories of consciousness discussed above (other than first-order theory). These areas also have other attractive features, one of which is that they are reciprocally connected with cortical areas involved in sensory processing. The connections between these areas are called long-range connections because they transmit information between areas that are far apart in the cortex. They are also described as reentrant connections because they are reciprocal; they allow information processing in each area to recursively influence the other.110 Another relevant feature of the prefrontal and parietal cortices is that both are convergence zones,111 areas where diverse information about an experience can be integrated—the way something looks, smells, tastes, and feels can be blended with memory in the process of creating an experience. The work of Joaquin Fuster and Patricia Goldman-Rakic was especially notable in revealing the importance of the convergence of long-range reentrant connections between sensory processing regions and the prefrontal cortex in enabling executive functions to maintain information about immediately present, diverse types of stimuli in working memory.112 Because more is known about how the prefrontal cortical areas contribute to consciousness, I will focus on these, and less on parietal regions.


  Theories about the brain basis of consciousness often build upon ideas about long-range reentrant connections and information convergence. So let’s look at how the observation that the prefrontal cortex is active when people are conscious of a sensory stimulus, but not when consciousness fails to occur, has been interpreted by different theorists (Figure 6.9).


  In the 1990s neuroscientist Christof Koch and the Nobel Prize winner who helped crack the genetic code, Francis Crick, wrote several seminal articles that helped generate enthusiasm for using the visual system as a model of conscious experience.113 They provided the fundamental logic underlying most current theories that assume that the prefrontal cortex plays a role in visual consciousness, arguing that consciousness emerges by way of loops of long-range connections from the visual cortex to the prefrontal cortex, and from the latter back to the former. (Thus, signals that reach the prefrontal cortex’s working memory circuits are sent back to the visual cortex.) The visual cortex neurons that receive the pre-frontal inputs are amplified by attention, creating a coalition of amplified neurons in the visual cortex. The result is that the stimulus is consciously experienced and can continue to be experienced for a time after the stimulus itself disappears. Of particular interest is the fact that only the late stages of the visual cortex (secondary and tertiary areas—see Figure 6.6) connect with the prefrontal cortex (primary visual cortex does not). This led Crick and Koch and most others to conclude that visual consciousness typically requires the late stages of the visual cortex and the prefrontal cortex.114 Although some have argued that information in the primary visual cortex can be accessed consciously, the bulk of evidence suggests that only information that is returned from the prefrontal cortex to the sensory cortex via reentrant connections can be consciously accessed.115 The data described earlier showing that the prefrontal cortex is active when people can give verbal reports of visual stimuli, but not when they fail to report, are thus consistent with the Crick and Koch model. Koch is among those who take the first-person perspective of phenomenal consciousness at face value. If someone denies seeing a stimulus, Koch says, this should be accepted as the “brute fact.”116
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  Figure 6.9. Theories of Consciousness in the Brain.


  First-order theory proposes that processing in the visual cortex (especially secondary and/or tertiary areas) is all that is needed for phenomenal consciousness. Prefrontal and parietal areas simply allow cognitive access to phenomenal experience, in part by amplifying processing between visual and these other areas. Higher-order theory, by contrast, proposes that the prefrontal (and perhaps parietal) cortex underlies the cognitive processes that allow conscious experience itself to occur. Global workspace theory emphasizes the amplification of processing by the broadcasting and rebroadcasting of information between areas, and assumes that consciousness emerges as a property of the global network. However, some global workspace theories give a special role to the broadcasting and rebroadcasting by the prefrontal cortex (see main text).


  Like Crick and Koch, global workspace theorists accept that long-range connections from late stages of the visual cortex to the prefrontal cortex, and back to visual areas, are important, but argue that these are part of a larger network that plays a special role. That is, long-range connections are not only used to transfer information from the visual cortex into workspace areas, but also to broadcast more widely to a variety of other brain areas, each of which sends connections back to prefrontal areas, where the information from these various sources converges and can be integrated. Global (widespread) “reentrant processing”117 is what gives rise to the amplification of broadcasting, which in turn gives rise to conscious experience in global workspace theory. Consciousness, therefore, does not reside in the visual cortex or prefrontal cortex but emerges from global reentrant broadcasting and amplification. The result of this process is a reportable conscious experience. Studies measuring neural activity in the human cortex have observed widespread patterns of activation during both consciously reportable and nonconscious stimuli.118 However, this global activity was sustained longer (amplified) for consciously perceived stimuli. Moreover, the authors noted “special involvement” of prefrontal cortex in the conscious condition. Thus, although consciousness involves a global network sustained by reentrant processing, not all areas of the network make equal contributions to conscious awareness; the prefrontal cortex seems especially important.


  Victor Lamme, a cognitive neuroscientist from the Netherlands, also argues for the importance of reentrant processing.119 But he proposes that conscious experience does not specifically depend on the frontal cortex; instead it occurs in any cortical circuit that engages in reentrant processing. This can occur completely within the visual cortex or between the visual cortex and frontal areas. Lamme builds on Giulio Tononi’s integrated information theory of consciousness, which proposes that a requirement of consciousness is integration of information by mutually interacting elements.120


  David Rosenthal also cites the findings about prefrontal activation during conscious states. He argues that the visual cortex creates first-order visual representations, whereas prefrontal areas are needed to create higher-order representations that are accessed and phenomenally experienced.121 Without prefrontal cortex higher-order representation, he argues, there is no phenomenal awareness. Rosenthal challenges global workspace theory, saying that it fails to distinguish between broadcasted signals that do and do not become experienced. Consciousness, according to Rosenthal, only results from higher-order representation. In defense of global workspace theory, Stanislas Dehaene argues that preconscious processes (processes that are potentially conscious but not being accessed at the moment) can explain the middle ground between broadcasted signals that do and do not become conscious.122


  Ned Block is a pioneer in using findings from experimental psychology and neuroscience to evaluate philosophical ideas about consciousness.123 He argues that phenomenal visual experience occurs in the visual cortex—not the primary visual cortex, but in later stages.124 To him, the fact that frontal and parietal areas are activated during conscious perception shows how cognitive access makes it possible to report on the phenomena occurring in the visual cortex, but lack of access does not demonstrate lack of awareness.125 Block draws upon research involving a patient with damage to the right parietal cortex,126 which produces a condition known as unilateral neglect.127 Like blindsight patients, patients with unilateral neglect fail to report visual stimuli that appear to the left of center. But unlike blindsight patients, neglect patients are not blind (there is no damage to the visual cortex per se); instead, they are unable to direct attention to the left side of space due to damage to parietal attention networks. The patient in question underwent brain imaging while she was shown pictures of faces. As expected, she claimed not to have seen the faces when they were shown on the left side of space (the area of space processed and attended to by the right hemisphere). The key finding was that even though the patient failed to report seeing the face, the late visual cortex (in particular, the special region of the visual cortex involved in processing faces) was activated in her right hemisphere. Block suggests that this provides evidence that the face area of the visual cortex is the key area for phenomenal experience of faces, and that parietal cortex damage simply prevented attention to, and thus cognitive access of, the phenomenal experience. He thus maintains that although the patient could not report on the stimulus, she had phenomenal experience of it, because the face area was active.


  Christof Koch notes that under some conditions it might be possible to have brief phenomenal awareness without attentional amplification from prefrontal and other areas, but he does not believe that this is what is happening when Block describes phenomenal consciousness without access. Koch’s model with Crick proposes that the prefrontal cortex and visual cortex are both necessary for normal phenomenal consciousness, not just access.128 Other critics point out that although the face cortex may be necessary for the phenomenal experience of faces, it may not be sufficient.129 Thus, if stimulus-driven neural activity is the mark of consciousness, then consciousness could be present in any and all areas of the brain. Unaccessed states are only known from failures to access and report, rather than direct assessment of the state. If the relation between phenomenal awareness and access, which makes reporting possible, is not fundamental, how can we ever distinguish conscious from unconscious states?


  Hakwan Lau and Richard Brown have challenged Block at his own game. They used findings about visual hallucinations occurring in a neurological condition to challenge first-order theory in support of higher-order theory.130 The condition in question is a rare variant of Charles Bonnet Syndrome that can occur following damage to the visual cortex. Patients who have this condition presumably lack the ability to have a first-order phenomenal experience (due to visual cortex damage) yet can describe the experience of visual hallucinations in detail; they thus have access to phenomenal experience without the brain area that is supposed to underlie phenomenal consciousness. Lau and Brown argue that this is an example of a higher-order visual experience in the absence of a first-order experience, and for them it shows that consciousness depends on higher-order rather than simply on first-order representation.


  The philosopher Martin Davies has attempted to reconcile theories of phenomenal and access consciousness.131 He suggests that phenomenal consciousness may well be part of the causal explanation of access consciousness, noting there could be states of phenomenal consciousness without access, but not states of access without phenomenal consciousness.132 However, the findings described by Lau and Brown seem to show just that.


  First-order theorists have a difficult job133—probably the most difficult job in the consciousness business. They have to explain how it is possible to have a conscious experience that you do not know you are experiencing.134 To me, it seems, the evidence suggests what makes sense intuitively: If you don’t know you are experiencing something, you aren’t consciously aware of it.


  SUBCORTICAL THEORIES OF CONSCIOUSNESS


  The views of consciousness discussed above are highly corticocentric. Some argue against this approach.135 For example, it is known that decortication does not eliminate purposeful goal-directed behavior in animals. But one could just as easily argue that this means that consciousness is not required for goal-directed behavior. Indeed, as discussed in previous chapters, consciousness is not a requirement for using incentive stimuli to guide instrumental (goal-directed) behavior, or for behavior to be reinforced by its consequences.136 Another point that is used to argue against cortical views of consciousness is the fact that children born without a cortex can still exhibit conscious awareness.137 However, much evidence has demonstrated that malfunctions of brain development can be compensated for, and when this happens, all rules are off in terms of what goes where in the brain. The genetic program that builds the brain typically follows a plan that puts functional circuits in assigned places. But when that plan is disrupted, key functions are wired into alternative locations. If the visual cortex is damaged, for example, vision is handled by what is normally the auditory cortex.138 If the left hemisphere (the language hemisphere in most people) fails to develop, the right hemisphere takes over many language functions.139 The survival of consciousness in the absence of a normal cortex does not mean that consciousness is normally managed by subcortical areas.


  In this context we should also revisit the theories of emotional consciousness by Damasio and Panksepp discussed in the previous chapter. Recall that they distinguished a primitive form of consciousness and a cognitive form. The primitive forms they postulate are in essence subcortical hypotheses of first-order phenomenal consciousness since they propose that these subcortical states do not have to be cognitively accessed in order to be consciously experienced as emotions. Then, through cognitive consciousness and its tools (such as working memory, attention, memory, and language), these primitive states can be elaborated and accessed, and thus consciously experienced, as full-blown emotions.


  Panksepp and his collaborator Marie Vandekerckhove describe subcortical states of affective consciousness as “implicit procedural (perhaps truly unconscious), sensory-perceptual and affective states organized at subcortical neuronal levels.”140 But they also argue that subcortical emotional states “give us a specific feeling of personal identity and continuity without explicit reflective awareness or understanding of what is happening.”141 The states are thus implicit (“truly unconscious” and lack “reflective awareness”) and, at the same time, are also consciously experienced (“give us a specific feeling”). It’s hard to know what the conscious experience of a “truly unconscious” emotional state that does not enter reflective awareness might be like, but in arguing that the states are a “prereflective” form of “unknowing . . . consciousness,” they are presumably referring to something like Block’s unaccessed phenomenal consciousness.


  Consciousness in the conventional sense (the sense in which we are aware of experiencing something) seems to depend on cortical processes. This is assumed by Block’s first-order theory as well as the other information-processing theories discussed above. The processes under discussion in these theories are part of the same general cortical information-processing system. The well-established role of the visual cortex in working memory, including attention, and other cognitive functions thus provide a framework for testing where in the cortical system conscious awareness emerges from information processing. Thus, the processes are grounded in well-established circuit interactions between the visual cortex and the prefrontal and parietal cortices, and the debate is fundamentally about where in that cortical processing system consciousness emerges.


  Less clear is how subcortical circuits give rise to conscious states. Why does activity in body-sensing or command system circuits give rise to conscious states, but activity in adjacent areas that control breathing, heartbeat, or reflex movements to pain or loud noise or sudden visual stimuli does not? One could make a case that the subcortical body-sensing circuits in Damasio’s theory and subcortical emotion command circuits in Panksepp’s theory stand in a somewhat similar relationship to cognitive consciousness as the visual cortex does. That is, the subcortical areas create first-order phenomenal experiences and then, by way of connections from the subcortical areas to cortical areas, cognitive access to the subcortical processes could be possible. But that’s the easy part. The hard part in any first-order theory is explaining how the first-order state, independent of cognitive access, is consciously experienced on its own, something that has proven difficult in visual cortex and that is likely to be even harder to nail down in the brainstem.


  Even if it could be shown in humans that some sort of primitive consciousness can be sustained by the brainstem, demonstrating that such states of consciousness exist in animals would face all the hurdles discussed so far. As we’ve seen, in animals hypothetical conscious states have to be tested by nonverbal responses, which leads to a formidable measurement problem: It is very difficult to distinguish whether nonverbal responses are based on conscious versus nonconscious processes without a verbal response as a contrast. The use of commentary keys and other clever experimental wizardry can generate evidence consistent with the idea of metacognition in animals, but even those conducting the studies acknowledge that a gap remains between establishing metacognition and proving animal consciousness.142


  ATTENTION AND CONSCIOUSNESS


  I generally side with information-processing theories in which attention controls what information is represented in working memory, and that assumes that representation in working memory is necessary for that information to become conscious content.143 But there is a caveat: Attention may be necessary but not sufficient for mental state consciousness.


  Attention does many things. Its most commonly acknowledged task is selection of the information of which we become conscious. At any given moment many stimuli are present, and we are able to attend to (be conscious of) very few of them. Prefrontal and parietal executive networks that are reciprocally connected with sensory processing areas exert top-down attentional control over the sensory cortex, selecting which inputs will be maintained in working memory. But we also know that some stimuli reach working memory by commanding attention in a bottom-up fashion.144 Emotionally salient stimuli are particularly effective in doing so. Once a stimulus is in working memory, attention and other executive functions can then help keep it in the spotlight by suppressing competing inputs. But it would be incorrect to think of attention as only operating on information about the external environment. We also attend to signals arising from inside our body, and inside our brain (e.g., memories).


  Attention is often viewed as the gateway to consciousness.145 A group of well-regarded attention researchers put it this way: “We believe that attention is necessary for a stimulus to reach conscious awareness because attention stabilizes representations and holds them ‘on line’ long enough to be accessed by a variety of cortical networks and functions. Attention is the mechanism that selects certain bits of information, allowing those bits to be processed more thoroughly and reach consciousness. . . . [T]here is no evidence of stimuli reaching consciousness without some form of attentional amplification.”146 At the same time, merely because information has been attended to and has made its way into working memory does not guarantee that consciousness of the stimulus occurs.147 In other words, although attention may be required for consciousness, it may not be sufficient.148


  Something else may therefore be needed to turn information that is attended to and processed in working memory into conscious content. That additional something is what global workspace, higher-order, commentary, and other theories try to explain.


  THE COMPLEX ROLE OF THE HUMAN NEOCORTEX IN CONSCIOUSNESS


  We should not leave this discussion of the brain and consciousness with the sense that prefrontal (and/or parietal) cortex activity is a telltale sign of consciousness. You can’t just look at brain imaging data and conclude that if the prefrontal cortex is active, then consciousness occurred there, because activity in the prefrontal cortex is also correlated with many unconscious processes.149 Further, the pre-frontal cortex includes many brain regions that are complexly related. And, to reiterate a point made earlier, consciousness is not something that happens in any brain region. It is, like any brain function, a product of circuits and systems.150 Some brain areas, such as the prefrontal and parietal areas, play a crucial role, but consciousness is not literally located in these areas.


  The classic area implicated in working memory and consciousness is the lateral prefrontal cortex. Although its dorsal area (the dorsolateral prefrontal cortex, PFCDL)151 is the region most commonly associated with working memory, its ventral part (PFCVL) has also been implicated.152 Other areas that also contribute include the ventromedial prefrontal region (PFCVM), the anterior cingulate cortex, the orbitofrontal cortex, regions of the insular cortex, and the claustrum.153 Damage to any one prefrontal region, or even to several, might not disrupt conscious awareness.154 Given that the parietal cortex is also part of the consciousness picture, damage to all of the prefrontal and parietal cortices may be required to actually disrupt consciousness, but other areas (e.g., the hippocampus, basal ganglia, and cerebellum) have been implicated as well.155 Even so, when a subset of these cortical and/or subcortical areas is damaged, others may compensate. Similarly, the fact that stimulation of the prefrontal cortex fails to trigger conscious experiences156 does not challenge the idea that the prefrontal cortex plays a key role in consciousness, because only a limited subset of neurons in a small region is stimulated at any one time.


  The general view that prefrontal and parietal networks are required for conscious perceptual experiences is supported by studies of patients as they begin to recover from coma.157 They first transition to a vegetative state in which the brain stem and basal forebrain networks of arousal are functionally active, but the frontal and parietal networks are not. Although their eyes are open, the patients are unresponsive to sensory stimulation. When they transition to a state of minimal consciousness, where they are responsive to sensory stimuli and verbal commands, the frontal and parietal networks are also active. These findings nicely illustrate differences between the brain mechanisms underlying creature versus mental state consciousness. The same network is suppressed in states of hypnosis, in which the person is fully awake and responsive, but external awareness is altered (by way of hypnotic suggestion, attention to certain stimuli can be diminished).158


  It is common in research on human consciousness to refer to the brain functions implicated in consciousness as the neural correlates of consciousness.159 The subset of these correlates that I focus on in this book, arising from frontal and parietal areas, can be referred to as cortical consciousness networks (CCNs) (Figure 6.10). These circuits are key components of the global workspace, which also includes some subcortical forebrain areas connected with the cortical network, such as areas of the thalamus (especially the midline thalamus) and basal ganglia. While the CCNs are necessary for mental state consciousness, the subcortical areas are likely involved because of their contribution to creature consciousness and behavioral control. Specifically, the midline thalamus is a key component of the arousal/wakefulness system, and the basal ganglia are part of the system that controls instrumental behavior and reinforcement.
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  Figure 6.10: Cortical Consciousness Networks (CCNs).


  Although this chapter has focused on the prefrontal, and to some extent the parietal, cortex in consciousness, a number of different regions of the prefrontal cortex have been implicated in one way or another. Abbreviations: PFC, prefrontal cortex; PFCDL, dorsal lateral PFC; PFCVL, ventral lateral PFC; PFCDM, dorsal medial PFC; PFCVM, ventral medial PFC; OFC, orbital frontal cortex; OFCL, lateral OFC; OFCM, medial OFC; ACC, anterior cingulate cortex.


  IS THAT ALL THERE IS?


  We still don’t fully understand how qualia of an experience, the “what it’s like” to have that experience, comes about. But much progress has been made in understanding the brain mechanisms of mental state consciousness in the past several decades. Part of this success is due to advances in the ability to measure activity in the human brain, but equally important are conceptual advances with respect to the psychological nature of consciousness.


  Although I did research on consciousness in split-brain patients several decades ago, I’m not a consciousness researcher these days. I therefore defer to the wisdom of the field to tell us how consciousness comes about. When this is figured out, we will then know how feelings like fear and anxiety come about as well, since they are states of consciousness. While emotional states of consciousness have ingredients that other states do not have, fundamentally they involve the same mechanisms as any other state in which you know that you are experiencing something.


  I focused on how we become aware of a visual stimulus in this chapter. But I ignored an important part of perceptual awareness. In order to be conscious of what a stimulus is, you need conscious access to more than just its sensory properties. You also need access to memory, which gives meaning to sensory stimuli. The next chapter explores the crucial role of memory in consciousness and the contribution of different kinds of memory to different kinds of consciousness, at least one of which may be unique to humans.





  


  CHAPTER 7


  IT’S PERSONAL: HOW MEMORY AFFECTS CONSCIOUSNESS


  “Memory is to mind as viscosity is to protoplasm, it gives a kind of tenacity to thought.”


  —SAMUEL BUTLER1


  “Every man’s memory is his private literature.”2


  Your conscious experiences are personal. They are yours, and could not exist without you. And a major fact that makes them personal is that they are experienced and interpreted through the lens of your memories. Conscious experiences, including experiences of fear and anxiety, are colored by memory.


  CONSCIOUSNESS AND MEMORY


  In Chapter 6 we discussed approaches being taken by scientists and philosophers to grapple with how conscious perceptual experiences come about via interactions between the visual system and working memory. But when your visual system detects a round red shape in the produce section of the grocery store, and via working memory gives you conscious access to that shape, how do you know you are seeing an example of the fruit known as an apple?


  Things like apples, chairs, spaceships, governments, and events like concerts, weddings, and graduations are not innately wired into your brain. You have to acquire knowledge of these through experience. So when you see that particular shape in the store, you know it is an apple because you have learned what apples are and have stored this information in your brain in the form of a conceptual template. You can even recognize an apple in a photograph or painting, or even in a crude line drawing. This conceptual knowledge extends to all things about apples: that they are edible, and that you can eat them as is or turn them into applesauce or juice or make a pie with them; that William Tell shot an arrow through an apple resting on his son’s head; that Apple is the name of a technology company and also a recording company established by the Beatles; and so on.


  We have memories not only of what things are but also of experiences we’ve had with those things. We can revisit past experiences with a stimulus that is present, or even experiences that are indirectly related to the stimulus but that were triggered by it. For example, this past fall I was at a fruit stand looking over a pile of Macintosh apples in search of one to purchase. Suddenly I recalled dunking for apples on Halloween as a child, and this led to memories of picking apples from trees in upstate New York with my children when they were young. Recognition of a stimulus through memory can thus lead to a complex set of memories about related personal experiences.


  In the 1970s the psychologist Endel Tulving was the first to establish this distinction between remembering factual information and remembering personal experiences. He called these semantic and episodic memories, respectively.3 This remains one of the most influential distinctions in psychology today. Semantic memories involve knowledge you have about a thing or situation that does not personally involve you. Episodic memories are those in which YOU have a personal involvement. You can learn some facts about what a wedding is like by reading a guide (semantic memory), but you can only know what your own wedding was like after you experience it (episodic memory) (Figure 7.1). That “All Along the Watchtower” is a song from Bob Dylan’s album John Wesley Harding is a semantic memory that I have stored in my brain. But that I first heard this song in the living room of Rex English’s apartment on Highland Road in Baton Rouge in 1968 while I was an undergraduate at Louisiana State University is an episodic memory about a specific event in my life.


  Semantic memory and episodic memory are both examples of what is called explicit (or declarative) memory.4 These are memories about experiences in which YOU were consciously aware of something, and that are stored in such a way that they can be brought into your conscious awareness at later times;5 they can be verbally reported (declared). Explicit memories contrast with implicit forms of memory, which do not require consciousness for their storage or access. We will discuss implicit memory later.


  Semantic and episodic memories are closely related in that they can be consciously experienced, but they also differ in several important respects (Table 7.1). These differences can be understood by noting the distinctive features of episodic memories. First, episodic memories include information about the event that occurred (what), its location in space (where), and a time-stamp in relation to other events in your life (when).6 Individually, the what, where, and when information each represents an instance of factual (semantic) knowledge. But when these are integrated into a unified representation of an event, they become the foundation for the personal memory of an experience. Episodic memory thus depends upon and builds on semantic memory. Second, episodic memories are also said to involve mental time travel.7 Without episodic memory you could not recollect the past as a series of events that occurred in your life. But from an evolutionary point of view, the reason we have episodic memory is probably not simply to enable us to reminisce about the good old days. Instead, it evolved to make it possible for us to use the past to create predictions about the future so that we may benefit from those past experiences. We mentally travel to both the experienced past and the imagined future. Third, and implied by the first two characteristics, episodic memories are personal. When you mentally time travel, it is your past or present that you visit. They thus involve the self—YOU are part of the representation of the experience. As I wrote in Synaptic Self, there is more to the self than meets the mind’s eye—much of the self is implicit or unconscious.8 But with regard to episodic memory, “self” refers to the conscious self, those aspects of the self we consciously experience. This is key to the personal narrative created by consciousness, as proposed by a number of cognitive theories of consciousness (see previous chapter).
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  Figure 7.1: Semantic vs. Episodic Memory.


  Semantic memory consists of facts, and episodic memories involve personal experiences.


  Though episodic and semantic memories are different kinds of explicit memory, as just noted, they do interact. In particular, episodic memory typically builds upon factual knowledge.9 You can acquire factual knowledge about a restaurant in Istanbul by reading a guidebook before traveling (semantic memory). This semantic information can then create expectations that affect the experience you remember after you actually dine at the café (episodic memory). And remembering that you read the review of the café at home before the trip (an episodic memory) may help you remember the details of the review (a semantic memory) when you examine the menu and choose your meal. The episodic memory of the meal can also later enable you to recall the experience and anticipate returning, or help you decide never to return if you did not enjoy the experience.


  
    
      
        	
          Table 7.1: Comparisons Between Semantic and Episodic Memory

        
      


      
        	
          SEMANTIC MEMORY

        

        	
          EPISODIC MEMORY

        
      


      
        	
          Factual: “I know”

        

        	
          Personal: “I remember”

        
      


      
        	
          Consciously Accessible: you know that you know

        

        	
          Consciously Accessible: you know that you remember

        
      


      
        	
          Does not involve a unified “what,” “where,” and “when” representation

        

        	
          Involves a unified “what,” “where,” and “when” representation

        
      


      
        	
          Does not involve mental time travel

        

        	
          Involves mental time travel

        
      


      
        	
          Can be learned in a single exposure (but often benefits from repetition)

        

        	
          Can be fully acquired in a single exposure

        
      


      
        	
          Based on Table 3.1 in Gluck et al (2007).

        
      

    
  


  MAKING MEMORIES CONSCIOUS


  It has long been known that both semantic and episodic memory depend on the hippocampus and related areas of the medial temporal lobe (allocortical areas of the temporal lobe located on the medial side of each hemisphere).10 In addition to the hippocampus, cortical areas surrounding the hippocampus, including the rhinal cortex (perirhinal and entorhinal areas) and parahippocampal cortex, are involved (Figure 7.2). The latter areas are way stations between neocortical systems and the hippocampus. Intricate connections between neurons in these various medial temporal lobe areas are said to constitute the medial temporal lobe memory system.11 Because we can be conscious of memories stored by this system, it is common to also say that medial temporal lobe memories are conscious memories. But this is not quite accurate. Before explaining this, a brief introduction to memory terminology will be useful.
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  Figure 7.2: The Medial Temporal Lobe Memory System.


  This system consists of the hippocampus and several surrounding cortical areas, including the entorhinal, perirhinal, and parahippocampal corticies. The perirhinal and parahippocampal areas receive information from neocortical areas and connect with the entorhinal area, which connects with the hippocampus. The connections in each case are reciprocal. In addition, the frontal cortex projects to the entorhinal cortex and the parietal lobe to the entorhinal cortex and hippocampus.


  FROM NADEL AND HARDT (2011), ADAPTED WITH PERMISSION FROM MACMILLAN PUBLISHERS LTD.: NEUROPSYCHOPHARMACOLOGY (VOL. 36, PP 251–273) © 2011.


  Memories are formed through a learning process called encoding (or acquisition) (Table 7.2). Memories only persist beyond a temporary state (short-term memory) if they are stored via consolidation processes that create a long-term memory. Once consolidated, a long-term memory has to be retrieved in order to be used in thought and behavior.


  
    
      
        	
          Table 7.2: Phases of Memory

        
      


      
        	
          Acquisition (learning or encoding)

        
      


      
        	
          Storage (consolidation of short-to long-term memory)

        
      


      
        	
          Use (retrieval)

        
      

    
  


  Memories formed (encoded) and stored (consolidated) via the medial temporal lobe memory system in humans are potentially conscious, but are not conscious per se—they exist in a latent (preconscious) state when not being used (retrieved). Through retrieval the preconscious memory can be activated and brought into conscious awareness via placement into the temporary workspace of working memory. How many times have you tried to recall something that you know you know, but couldn’t retrieve it? Then, at some point, you suddenly remembered it. That memory was encoded and stored in a way that it could be brought into consciousness, but because of a temporary inability to retrieve it, the memory was inaccessible. Once you are able to retrieve it, and not before, you become conscious of its content.12


  The relation between long-term memory retrieval and working memory is supported by several lines of research. For example, both episodic and semantic memory retrieval are impaired by damage to areas of the prefrontal cortex that are involved in working memory, and prefrontal neural activity has been correlated with both episodic and semantic memory retrieval.13 It should be pointed out that episodic memory also engages the parietal cortex,14 which, as we’ve seen, is involved in attention and working memory. Further, retrieval is impaired by increased cognitive load on working memory (i.e., thinking about something else while trying to remember a particular detail)15 and improved when cognitive load is reduced.16


  Retrieval of a long-term memory from its storage sites and transfer of the stored information into working memory seem to be necessary steps for the conversion of a preconscious memory into a memory that is consciously experienced (Figure 7.3). We can thus distinguish between two states in which a potentially conscious memory can exist: preconscious (inactive and nonconscious at present, but potentially conscious) and conscious (active and presently conscious).17


  The brain basis of conscious memory experiences can be analogized with conscious visual experience. Just as connections between the visual cortex and CCNs (e.g., prefrontal cortex circuits) enable conscious access to preconscious visual processing, connections between temporal lobe regions and areas of CCNs18 enable inactive preconscious memories to be accessed and become active conscious memories.


  More specifically, the reciprocal connections between the cortical memory storage sites and CCNs enable information about semantic facts and episodic experiences to be retrieved into working memory. From there a conscious experience of the memory can occur via higher-order representation, interpretation, commentary, broadcasting, and/or some other means yet to be uncovered. As in perception, attention plays multiple roles in memory: top-down selection of which semantic/episodic memories move into working memory, bottom-up reception of memories that force themselves into working memory, and sustaining the memory, once it is in working memory.
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  Figure 7.3: Contributions of the Prefrontal Cortex to the Conversion of Inactive (Preconscious) to Active (Conscious) Explicit Memory.


  Memories stored via the medial temporal lobe (MTL) memory system are in an inactive, preconscious state until they are retrieved into active, working memory circuits involving areas of the prefrontal cortex (PFC; see Figure 6.10).


  Given that semantic and episodic memory are different kinds of explicit memory, the cortical mechanisms engaged should be different. Indeed, this is the case. In the temporal lobe, episodic memory depends on the hippocampus, whereas semantic memory involves cortical areas that are intermediate between the sensory cortex and hippocampus, especially areas of the perirhinal, entorhinal, and parahippocampal cortex,19 but may also involve the hippocampus.20 Further, different prefrontal circuits are involved in episodic and semantic memory retrieval.21


  NONCONSCIOUS MEMORY


  Not everything is remembered in a way that allows conscious access to it. So-called implicit memory does not require consciousness for either storage or retrieval (Table 7.3). Such memory is typically expressed as behavior rather than by being accessed as conscious content.


  Most of our memories are of the implicit type. For example, damage to the hippocampus has no effect on the ability to undergo Pavlovian conditioning and express conditioned responses but does disrupt the ability to consciously remember being conditioned.22 Performing a learned skill also depends on implicit memory: riding a bike, playing a musical instrument. You cannot teach these skills to another person in words. The other person’s brain has to learn to do them. You can describe how you learned to ride a bike (which is an explicit memory about the experience), but that memory is not the implicit memory that enables you to perform the skill. Although explicit memories can be expressed outwardly in a variety of ways (through speech or any of several nonverbal channels, such as drawings, sounds, whole body movements), implicit memories are typically expressed through the output modality of the system that acquired the memory. Riding a bike, for example, involves the systems that learned to maintain balance while rhythmically moving the legs in sync to propel the bike forward and depends very little on conscious semantic or episodic memories (an amnesiac patient lacking conscious memory will still remember how to ride a bike, but have no knowledge of having done so afterward).


  
    
      
        	
          Table 7.3: Explicit vs. Implicit Memory

        
      


      
        	
          PROPERTY

        

        	
          EXPLICIT

        

        	
          IMPLICIT

        
      


      
        	
          Consciously Accessible

        

        	
          yes

        

        	
          no

        
      


      
        	
          Can Be Expressed Flexibly

        

        	
          yes

        

        	
          no

        
      


      
        	
          Depends on Medial Temporal Lobe Memory System

        

        	
          yes

        

        	
          no

        
      

    
  


  Yet another form of implicit memory is priming23 (Figure 7.4), which occurs when information stored in semantic memory that one is not consciously aware of facilitates behavioral performance. Consider the word fragment “_urse.” I can bias you to complete this fragment as “nurse” or “purse” by priming you with a story about either doctors or wallets prior to showing you the fragment. You don’t have to be thinking about the prime for this to occur, and you don’t even have to be aware of the prime, as it can be delivered subliminally, thus bypassing consciousness.24 Even people who cannot consciously remember the prime because of damage to the medial temporal lobe memory system still benefit from prior exposure and exhibit the priming effect.25
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  Figure 7.4: Priming.


  Priming is an implicit form of information processing in which some prior stimulus influences performance. In the example, seeing a picture of a doctor biases one to say “nurse” while seeing a picture of a wallet biases the saying of “purse” as a way of completing the word fragment “_urse.” That priming is an implicit or nonconscious form of processing is indicated by the fact that the prime can be presented using a masking procedure that prevents awareness of the prime, and by the fact that patients with hippocampal damage can be primed even though they do not remember seeing the prime.
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  Figure 7.5: Summary of Explicit and Implicit Memory Circuits.


  (MODIFIED FROM SQUIRE [1987].)


  Priming nicely illustrates a point made above—that memories are not conscious unless retrieved into working memory. For example, semantic memories, which are often described as conscious memories, can be activated subliminally and affect the speed or accuracy with which one responds nonconsciously.26 Only when a semantic or episodic memory is consciously retrieved does it become an explicit, consciously experienced memory.


  Conclusions about differences in the neural basis of explicit and implicit memory emerged from studies of the famous patient HM, who had undergone surgical removal of the hippocampus and could no longer form new, consciously retrievable memories; he could, however, learn new skills, and could be conditioned and primed.27 He couldn’t remember having done these things afterward, but he could do them. It then emerged that each type of implicit memory (conditioning, skill learning, priming, etc.) depends on its own distinct brain circuit.28


  Just as episodic memory depends on semantic memory, semantic and episodic memory both depend on implicit memory.29 For example, each time we consciously recognize a stimulus, we are drawing upon implicit processes operating in the medial temporal lobe memory system. Sensory cues that activate elements of a memory are stored via the medial temporal lobe system; then, through a process known as pattern completion,30 a memory is assembled in a way that can be retrieved into working memory, where it can be consciously experienced. Although the result is a conscious memory, the processes that package it in such a way to allow it to become conscious content are not consciously accessible. Recall Karl Lashley’s prescient statement that we are never aware of the processes that give rise to conscious content (see Chapter 2).


  DEFINING CONSCIOUS STATES IN RELATION TO MEMORY


  Endel Tulving, the psychologist who introduced the notion of semantic and episodic memory, has argued that these two types of memory depend on different forms of consciousness (Table 7.4). According to Tulving, semantic memory is an example of noetic consciousness, whereas episodic memory is an example of autonoetic consciousness. “Noetic” is derived from the Greek noun nous (which means mind or consciousness) and its corresponding verb noein (which means to notice).31 Noetic consciousness thus allows conscious awareness of factual knowledge (semantic memory), whereas autonoetic consciousness allows knowledge about personal experiences (episodic memory).


  Noetic consciousness enables you to know you are seeing an apple when you see one, whereas autonoetic consciousness enables you to attend to or become aware of knowledge based on personal experience, memory related to your self. For example, knowing that I was looking at an apple (semantic memory expressed in noetic consciousness) helped me remember the day when I went apple picking with my kids (an episodic memory expressed in autonoetic consciousness).32 Both forms of consciousness are introspectively accessible and verbally reportable.


  The difference between semantic memory and noetic consciousness, and between episodic memory and autonoetic consciousness, is that semantic and episodic memory content, until retrieved into working memory, is in a preconscious state. To be conscious of a memory, you not only need the underlying stored information, you also need to retrieve the memory into a cognitive workspace (working memory, global workspace) that allows the memory to be consciously experienced.


  
    
      
        	
          Table 7.4: Memory in Relation to Conscious States

        
      


      
        	
          KIND OF MEMORY

        

        	
          RELATION TO CONSCIOUSNESS

        
      


      
        	
          Episodic

        

        	
          Autonoetic Consciousness

        
      


      
        	
          Semantic

        

        	
          Noetic Consciousness

        
      


      
        	
          Implicit

        

        	
          A-Noetic State (nonconscious)

        
      

    
  


  We are not just conscious of stimuli in our environment. We are also conscious of ourselves, which is the core of autonoetic consciousness. An autonoetic state is a kind of metacognitive consciousness, a version of higher-order consciousness—specifically, a thought about one’s self. And to be conscious of who we are requires episodic memory. Any significant experience in our life is experienced personally and thus concerns the self. When we are conscious of the self, we are experiencing our self in light of a remembered self-concept. The remembered self allows us to draw upon past memories that are relevant to our self, and also to project our self into the future. It is an autonoetic experience.


  The episodic and related supporting semantic memories of a given experience are what allow that experience to be remembered as part of one’s personal narrative, or autobiography.33 Although autobiographical states of consciousness involve facts or semantic memories about your self, semantic memories alone do not constitute a full-blown autobiographical memory of who you were, who you are, and who you might come to be; autonoetic awareness of episodic memory is also required.


  Autonoetic self-consciousness is thus much more complex than noetic or factual consciousness. Chris and Uta Frith, cognitive neuroscientists at University College London, propose that our self is a social construct, and that deliberate conscious social interactions require reflective awareness of one’s self.34 The developmental psychologist Michael Lewis, like Tulving, described self-consciousness in terms of the ability to think about who are we now in terms of the past and future.35 Gazzaniga’s view of consciousness as interpreter36 similarly treats consciousness as a means by which we make sense of our lives at any given moment by using memory, information about what we are presently doing, and information about our physical and social environment as raw material for constructing our narrative.


  A-NOESIS: THE OPERATING MODE OF THE UNCONSCIOUS BRAIN


  Noetic and autonoetic states both involve consciously accessible knowledge. Tulving proposed a third kind of state, also based on the Greek root noein: So-called a-noetic states occur without an individual’s knowledge of their existence—without cognitive access to the state; without noticing or attending to the state; without a phenomenal experience of the state.37 (I will use the unconventional spelling “a-noetic” to help distinguish it from “autonoetic.”)


  Just as noetic and autonoetic states are associated with explicit or conscious memory, a-noetic states occur in conjunction with implicit memories, which do not require conscious access for their formation, storage, or retrieval. According to Tulving, a-noetic states are triggered automatically (involuntarily), and they “remain concealed from consciousness.”38


  Tulving used an unfortunate term, referring to a-noetic states as instances of “a-noetic consciousness.” What he had in mind was something akin to creature consciousness, rather than mental state consciousness.39 But others have treated a-noetic states as instances of a primitive form of mental state consciousness.40 A-noetic states will be treated here as instances of creature rather than mental state consciousness. In mental state terms, they are nonconscious events (Table 7.4). They are not directly accessible (retrievable into working memory) and do not result in conscious experiences that can be verbally reported.


  A-noetic is a useful description of the vast expanse of the nonconscious brain, including mental states that are part of the cognitive unconscious. Such states arise from circuits that are not wired to generate conscious access and thus do not readily give rise to direct conscious experiences within the brain itself. At the same time, as I will explain in the next chapter, a-noetic states do have various consequences in the brain and body that can be attended to or noticed consciously, thereby indirectly contributing to conscious experiences—such as the feeling of being afraid or anxious.


  What also bears reemphasizing here is that semantic knowledge can exist both noetically and a-noetically. In the priming example above, for example, stored semantic facts can prime one to respond with either “purse” or “nurse” when presented with the fragment “_urse.” That the effect is nonconscious can be shown by degrading the stimulus in ways that prevent awareness,41 or by testing patients with damage to the hippocampus who do not remember the prime but are still primed by it.42 Although conscious semantic memory requires the medial temporal lobe memory system and working memory, and thus reflects noetic consciousness, semantic priming operates nonconsciously and as such is a form of a-noetic memory that does not require working memory.


  Given that semantic knowledge can be used to guide behavior in the absence of conscious awareness of the knowledge, when an animal or person uses semantic information in carrying out some task, one cannot conclude that the stimulus involved was consciously experienced. Conscious awareness of the stimulus requires that semantic memory of what the stimulus is be made conscious by its contents being retrieved into working memory. Only then can it become a state of noetic knowledge, and only if the organism also has the additional cognitive capacities that turn the contents of working memory into consciously experienced content.


  For example, a threatening stimulus—say, a snake at your feet on a path in the woods—will automatically elicit defensive responses that occur as a result of activation of a defensive survival circuit. This is an a-noetic state that does not have any necessary connection to conscious knowing or the self. However, the same stimulus that triggered the a-noetic state can, and likely will, also result in the retrieval of conscious noetic knowledge (semantic memory) about the threat (some snakes are venomous) and also result in an autonoetic state of fear and anxiety (this snake might bite me; if it’s venomous, I might not be able to make it out of the woods to a hospital, and even if I do they may not have the antidote, or they might have it, but it may be too late). Further, as mentioned above, the a-noetic state has observable bodily consequences (rapid heartbeat, freezing behavior). The semantic fact that freezing and a quickened heartbeat are associated with feelings of fear and anxiety, and the episodic fact that these symptoms are happening to YOU, can interact with other semantic and episodic information and contribute to the feelings of fear and anxiety that are evolving in working memory at the moment.


  ANIMAL CONSCIOUSNESS: THE EPISODIC MEMORY DEBATE


  Animals obviously have creature consciousness—they are alive and respond to their environments. And some animals, especially mammals, but also birds and other vertebrates43 and even some insects,44 are said to use complex cognitive (mental) operations to guide their behavior. The question is not so much about whether they have mental states, but instead whether they have mental state consciousness. Hard data are sparse when it comes to this topic, because we can never truly know whether an animal consciously experiences what is going on inside its brain: We can measure information processing but not conscious content. Although much of the debate has been based on passion and speculation, in recent years some have tried to close this gap with empirical evidence. I mentioned this work in Chapter 6 but held back one important aspect of the research until after explaining what episodic memory is and how it relates to consciousness. So let’s look at the very interesting studies that have asked whether evidence for episodic memory can be demonstrated in animals.


  The current debate was triggered, in part, by Tulving’s claim that episodic memory is a unique human adaptation,45 which led some researchers to design experiments to test whether episodic memory is present, or at least possible, in other animals. If animals have episodic memory capacities similar to human episodic memory, they may also have autonoetic consciousness, in which case they can comprehend that what is happening now is happening to them, and can relate this to their past, and extrapolate the implications for personal well-being into the future.


  In evaluating the possibility of episodic memory in animals, researchers have generally focused on one of its key features: event representations that include what, where, and when information (a representation of the event itself and its place and time of occurrence). In a seminal study conducted in the 1990s, Nicky Clayton and Anthony Dickinson discovered that birds could form memories that included what, where, and when information.46 They studied shrub jays, a species that stores food for future use. The researchers gave the birds either worms (which decay rapidly) or peanuts (which don’t) and allowed them to bury the food. A key factor was that the researchers manipulated the freshness of the worms. After a delay during which the birds were deprived of food, they were allowed to retrieve what they had stored. The studies showed that the birds clearly have the building blocks of episodic memory—they could represent what (worms versus nuts), when (older worms were retrieved before fresh worms or nuts), and where (the location where each kind of item was buried). Being careful not to overinterpret the data, however, Clayton and Dickinson called this episodic-like memory.


  What, where, and when memories have since been reported in a variety of species, including nonhuman primates,47 rodents,48 birds,49 and even bees.50 But concerns have arisen about the interpretation of the data as representing genuine episodic memories.51 One issue is whether behavioral performance in these studies depends on a unified representation of the experience that includes what, where, and when information, or whether performance might depend on separate storage of these forms of information. In other words, could these be separate semantic memories about what, where, and when? We know that what and where information is separately encoded in the medial temporal lobe (what memories involve the perirhinal cortex; where memories, the parahippocampal cortex)52 (see Figure 7.2). Research by Howard Eichenbaum’s laboratory has shown that only when information from the perirhinal and parahippocampal areas is integrated in the entorhinal cortex (the gateway into the hippocampus) do they begin to coexist as unified representations.53 But does coexistence of representation of what, where, and when necessarily mean that an integrated episodic memory exists?


  Even if animals do have unified what, where, and when representations, are they merely a complex form of semantic memory? And, if so, is this complex semantic memory consciously experienced, or does it instead control behavior nonconsciously? (Recall that semantic memory can control behavior nonconsciously or consciously.) Ultimately, the key question is whether animals consciously experience an integrated what, where, and when memory in relation to a personal sense of self with a past and future. This is far more complicated to answer, as it depends on the memory’s being experienced as a state of autonoetic consciousness—a state of consciousness that involves the self.


  Proponents of episodic memory in nonhuman animals bolster their case by arguing that reptiles, birds, and nonhuman mammals have brain areas similar to those that create human episodic memory—a hippocampus to make episodic memories and a prefrontal cortex to access them.54 Specifically, areas that are precursors to the hippocampus and prefrontal cortex are present in reptiles and birds, and all mammals have bona fide versions of some structures that have been implicated in long-term memory55 and in attention and working memory.56


  While all this is true, there are problems with this line of reasoning. Arguing that humans and animals should have conscious memory simply because both have a hippocampus and prefrontal cortex gets two things wrong. First, it misrepresents the relation between explicit memory and consciousness in humans—as I have noted, explicit memory stored in the hippocampus is not a conscious memory until it is retrieved into working memory, where it can then be made consciously accessible. Thus, the demonstration that a memory depends on the hippocampus is not sufficient to conclude that the memory is consciously experienced, much less experienced as a state of autonoetic consciousness. Second, it gets wrong the relation between brain areas and brain functions. Merely because a rat or bird has some version of a hippocampus and prefrontal cortex does not mean that it has all the functions of the human hippocampus and prefrontal cortex.


  We have to be particularly cautious about generalizing from structure to function when cortical areas are under consideration, especially when the pre-frontal cortex is involved. Although all mammals have a prefrontal cortex, there are regions of it that are unique in primates.57 Clearly, the prefrontal cortex of a mouse or rat is an impoverished version of that in monkeys or chimps. And the version of attention and working memory that a mouse or rat has pales in complexity relative to that of primates. Although nonhuman primates have brains and psychological capacities that more closely resemble ours, even these animals fail to exhibit all the characteristics of human cognition. Further, certain structural features of the human prefrontal cortex distinguish the brains of humans from the brains of even our closest primate relatives, the great apes.58 Just because rats, or even monkeys, have a prefrontal cortex does not mean that their prefrontal cortex enables the capacities that allow autonoetic consciousness.


  The key point to be made here is that having some form of attention and working memory may well be necessary for cognitive access, and thus phenomenal experience, but these do not guarantee that phenomenal experience occurs. This is why higher-order thought and global workspace theories are not simply working memory or attention theories. They attempt to specify what sort of capacities other than attention and working memory are necessary for human conscious awareness.


  To form a true episodic memory requires not just what, where, and when memory, but also a self-concept: knowledge that an event being stored is something happening to YOU. Only then does an episodic memory become a state of autonoetic consciousness. One solution to the problem of establishing the existence of episodic memory in animals might be to relax the “self” requirement from the definition. This would make it easier to demonstrate episodic memory in animals but would eliminate a key aspect of episodic memory that makes it so interesting—its autonoetic quality.


  True episodic memory based on self-awareness is clearly present in humans. It has also been claimed for some hominids and some marine mammals and elephants, and even birds.59 However, conclusions about nonverbal organisms are, for measurement reasons, less certain. As discussed in Chapter 6, such studies are often based simply on analogy with humans and often begin by assuming consciousness and then looking for supporting evidence rather than testing alternative hypotheses that do not require consciousness to explain a particular behavioral response. There is no firm evidence that any animal, other than humans, has the ability to consciously experience the self as an entity with a past, present, and future. Studies based on commentary keys to indicate confidence are a significant methodological advance, but lacking language, other animals have no way to tell us what they might experience (see Chapter 6).


  The gold standard of consciousness remains verbal self-report.60 But even if particular animals do have some form of consciousness, even some form of self-awareness, the presence of language in the human brain changes the information-processing mode, and consciousness potential, of the brain. For example, the human representation of “what,” via our vast semantic capability, far surpasses capacities in other animals to learn items and concepts and to group (or “chunk”) information for use in thought and decision making. And one of the most sophisticated concepts that our semantic capacity makes possible is the concept of “me,” or “I.” But whatever nonverbal semantic skills nonhuman organisms might have, or can be trained to have, no nonhuman has anything that rivals the sophisticated linguistic computational mechanism of syntax, which enables us to relate what and where information to absolute and relative time via past, present, and future tense. For example, through syntax the concept of “me” in the present can be projected into the past and future. With a syntax-based language system in the brain, consciousness becomes self-referential and timeless. One could say that the time travel component of autonoetic consciousness is conferred, or at least greatly facilitated by, the past-and future-tense features of language.


  Through our capacity for semantics, we can code experiences with labels that discriminate between present experience and others that have taken place, and relate present experience to broad categories of experience. We may know that John is a middle-aged white male with a temper and has an especially short fuse when he has been drinking. With syntax, we can make predictions about semantically labeled items—Because John is drinking, I had better steer clear so he doesn’t have the opportunity to hurt me tonight. Animals can learn predictions through experience. But humans are especially adept at constructing predictions on the fly; our ability to envision possible futures sets us apart cognitively. As we will discuss in later chapters, this comes with a price—anxiety.


  The question of whether animals can engage in mental time travel and incorporate self-awareness into the memory is unresolved and not easily resolvable. For now, such memories remain episodic-like at best. But even this description, to me, implies that these memories are closer to episodic memory than they actually are. It is usually best to adopt the simplest explanation of a phenomenon, because more complex ones tend to add features that come to be assumed to be real rather than just hypothesized characteristics. (The simplest is not always the ultimate answer but should clearly be considered and ruled out before adopting more complex explanations that are harder to evaluate.) What are called episodic-like memories might be more accurately viewed as nonverbal, semantic memories of what, where, and when. Because most animals seem to lack the hardware (brain organization) and software (cognitive processes) that underlie human autonoetic consciousness, I think episodic memory and autonoetic consciousness are the wrong targets for those who want to build a case for animal consciousness. Semantic memory and noetic consciousness might be more tractable.


  Mammals, or at least some, have some of the hardware (bona fide hippocampus and prefrontal cortex) and software (attention and working memory) that could make semantic-like memory (not semantic in the linguistic sense, but semantic in the factual sense) and noetic consciousness possible. But whether these, like instances of priming described above, reflect nonconscious semantic content (a-noetic content) as opposed to semantic content that has made it into conscious awareness (noetic content) is difficult to determine.


  The problem is that there may not be any way to really prove animal consciousness with data. Clever experiments can show that animals perform behaviorally in ways that people behave when they are in a particular state of phenomenal consciousness. But we can create robots that behave the way humans behave when we are having a phenomenal experience. Consciousness is, and probably always will be, an inner experience that is unobservable to anyone other than the experiencing organism. And in the absence of verbal report, there is little to measure.


  If I were forced to take a guess, I would say that some other animals probably have at least noetic conscious states—momentary conscious states about facts. But this obviously has to involve facts that can be represented without language, such as the knowledge that a certain food item was stored at a particular place more recently than other items at other places, or that predators are more likely to be near a certain watering hole at the end of the day than earlier in the day.


  Findings by Nikos Logothetis and colleagues are consistent with semantic consciousness in nonhuman primates. These researchers have pursued the neural correlates of consciousness with a variety of state-of-the-art imaging and neural recoding techniques.61 They exposed monkeys to competing images rapidly presented separately to the two eyes, creating a situation of perceptual conflict that the brain has to resolve. What the animal “sees” in this test thus varies from moment to moment. These impressive studies show that neural activity in the prefrontal, but not visual, cortex resolves the difference and very well may account for which of the conflicting views dominates perception at any one moment. From this work one can conclude neural responses in areas of monkey cortex that have been implicated in human conscious perception resolve perceptual conflict in behaviorally meaningful ways and could constitute neural correlates of noetic (semantic) consciousness. But there are caveats. Just because the prefrontal cortex is active does not mean that conscious awareness is occurring (much of the activity that occurs in the prefrontal cortex is not consciously experienced), and just because a stimulus has been attended to and has made it into working memory does not mean that it is conscious. These may be necessary but not sufficient for consciousness (see Chapter 6). Further, as noted, research using verbal reporting in humans shows that cognitive processing of a stimulus is not the same as conscious awareness of the stimulus. Whether the animals are aware, in the sense that you and I are aware of what we see when we look at a visual stimulus, is thus not really known.


  SO HOW DO WE KNOW HUMANS ARE CONSCIOUS?


  At this point, you may well be thinking that the same argument applies to human consciousness: How do we know other people are conscious? We can, after all, know only our own states of consciousness. It was this realization that motivated Descartes’ ideas on consciousness, ideas that have shaped the philosophical debate about consciousness in the Western world ever since. But we have two advantages when it comes to humans that are lacking in studies of other species.


  First of all, modern neuroscience has provided compelling evidence that psychological functions are products of brain systems. All members of a species are genetically endowed with brains that have the same general capacities, so it is safe to assume that if one person has the capacity for consciousness, other humans are very likely to as well. And because the brain circuits that play a key role in human consciousness (especially the prefrontal cortex) are different (at least to some degree) even in nonhuman primates,62 we should tread carefully when attributing consciousness to other species.


  But more important, through language we can share our inner experiences with one another. If you and I are sitting on the beach in California and watching the sun disappear over the western horizon, we can compare our qualia through language. We don’t know whether we are having the exact same experience inside our heads (what I call pink, you might think of as orange), but we are having the same type of experience. We can thus study consciousness with some degree of confidence and with minimal assumptions in humans. The degree of confidence decreases and the assumptions increase when we consider other animals.


  Human research, at least for the present, is limited in what it can reveal about detailed brain mechanisms. But it remains the best and maybe the only way to truly study consciousness itself (as opposed to information processing that may or may actually be part of conscious experience). Studies of perception and memory in humans have made significant advances in clarifying the nature of consciousness, its underlying components, and its basis in the brain. These achievements will be leveraged when we turn to the question of how the brain makes conscious feelings, in other words, emotions, and especially feelings of fear and anxiety, in the next chapter.


  CONNECTING THE DOTS


  In my daily life as a layperson I treat my cat, Petey, as if he has self-awareness and feelings. When he is in the kitchen meowing and rubbing my leg, and his food bowl is empty, I assume he is telling me he is hungry. If he knocks something off a cabinet, I ask him, in an annoyed tone of voice, why he did that, as if an intentional conscious motivation was responsible for his action. When I scratch his tummy and he purrs, I think he is happy. But merely because it seems that he must be experiencing these states does not mean that he is actually experiencing them. The world seems flat, but we know it is not, because scientific evidence has shown that to be the case. In the absence of some way of answering the question of whether animals have conscious experiences that bear some relation to the conscious experiences humans have, we should not simply assume they do.


  While it’s very difficult to do so, I think scientists should guard against bringing anthropomorphic assumptions into the laboratory. As we have seen, Lloyd Morgan urged scientists as early as the late nineteenth century to resist the temptation to view animal behavior in terms of the human mind; otherwise the study of animal behavior would lose its anchoring in empirical facts.63 Animal psychology has struggled with this challenge in one way or another ever since.64


  I’m surprised when scientists today simply assume that animals have conscious experiences and build this assumption into their research as if it were a hard fact. Hunger, pleasure, fear, and the like are freely called upon to explain animal behavior. The same scientist can be very rigorous in designing experiments and performing statistical tests of behavioral data and in using sophisticated neurobiological techniques to study the brain, but then become quite free with interpretations of the emotional life of animals in relation to the statistically significant neurobiologically manipulated behavioral responses. Although interpretations are by their nature speculative, problems arise when the speculations come to be treated as unquestioned facts. Part of the fun of being a scientist is speculating, imagining answers to things we do not, and may never, know, but scientists also have an obligation to keep the difference between these hypotheses and scientifically based observations separated. Otherwise, the speculations come to be thought of as the facts, and these “facts” then become part of the assumed reality that the scientists work with.


  Ultimately, I think the key issue in regard to animal consciousness is what we should consider as the default condition of the nervous system. Should we assume that all animals are conscious until it is proved that they are not, or should we assume that the primordial condition of the nervous system is a-noetic (nonconscious)? This question is often derailed by failing to distinguish creature and mental state consciousness. But it can also be derailed by the assumption that mental state consciousness simply must exist in other animals. To me, the non-conscious assumption clearly seems to be preferable over the consciousness assumption. It allows us to study the a-noetic aspects of brain function in humans and other animals alike without having to make untestable assumptions about consciousness, and makes it less likely that presumptions will be treated as facts. Ultimately, the difference is whether we approach the question of animal consciousness by showing that nonconscious explanations cannot explain the data, or whether we assume that observations that seem like they might indicate consciousness constitute hard evidence of consciousness. I prefer the strategy where we climb up to consciousness rather than slide down from it.


  One problem in making cross-species comparisons is that the criteria used are often a moving target. No one believes that rats or octopi have the kinds of experiences we do, so when researchers talk about consciousness in other animals, they are not really talking about what humans call consciousness. But then the evolutionary card is played—human consciousness must have evolved from similar processes in animals; therefore, behavioral evidence that might be consistent with consciousness in animals tells us how human consciousness evolved. But this only holds true if direct evidence for mental state consciousness in other animals can be obtained. Otherwise, we are talking about nonconscious brain processes that may have been precursors to human cognition, which would be relevant to consciousness but not because the precursor state was itself a state of consciousness.


  Scientists should always be very careful about what constitutes data and how the data are interpreted. But the stakes are especially high when the implications go beyond the quest for knowledge about how the world works and attempt to address the core issues that affect the lives and well-being of people. When we treat the circuits that a-noetically control defense responses as if they give rise to autonoetic conscious feelings of fear in animals, we misrepresent what we are studying and mislead others who are applying our research in an effort to aid people who suffer from overwhelming feelings of fear or anxiety. Animal research can help tremendously but is most effective if we interpret the results in the most accurate way possible.





  


  CHAPTER 8


  FEELING IT: EMOTIONAL CONSCIOUSNESS


  “You’re not me. You can’t feel like I feel.”


  —JOHN FOWLES1


  Aman standing next to you is aiming a gun at a bull’s-eye target some distance away. Without warning he turns and points the barrel at your head. Although the stimulus elements of the physical situation remain nearly the same, the meaning of the situation changes drastically for you when the gun is turned your way. The experience is transformed into a decidedly emotional experience, most likely an experience in which your conscious mind is consumed with feelings of fear and anxiety—fear that the person might pull the trigger, and anxiety about what that might mean for your survival and well-being if he does.


  The qualia of an emotional experience, the “what it’s like” to be in that experience, are different from those of a nonemotional experience. This chapter explores the nature of the differences, and how they come about in the brain. Specifically, it delves into what happens in the brain and body when people encounter emotionally arousing, and especially threatening, stimuli as opposed to emotionally neutral sensory stimuli of the type we discussed in Chapters 6 and 7.


  A defining feature of the feeling of fear is that you are afraid of something. Thus, a key part of the experience of being afraid of a snake or mugger, or a gun pointed at your head, is the awareness that the snake, mugger, or gun is present. I therefore start this discussion with a consideration of how the conscious awareness of a threat stimulus comes about and also consider what’s different about the brain processes that are engaged by threatening versus neutral stimuli. Ultimately, these differences account for why you consciously experience the feeling of fear when you encounter threats, and anxiety when you worry about threats that are not present.


  CONSCIOUS VERSUS NONCONSCIOUS PROCESSING OF THREATS


  In studies of threat processing in humans, researchers typically present participants with stimuli that are either inherently threatening or that have acquired threat significance through Pavlovian conditioning (Figure 8.1). Each species is innately prepared to treat certain stimuli as threatening.2 Innate/prepared threats include pictures of people with facial expressions of anger or fear, or pictures of venomous animals like snakes and spiders. Conditioned threats are created by pairing a benign stimulus with a mild electric shock. In some studies, the two approaches are combined (pairing an innately threatening stimulus, such as an angry face, with shock) to enhance the effects of conditioning.3
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  Figure 8.1: Innate (Prepared) and Conditioned Threat Stimuli in Human Studies.


  (Left) Some stimuli function as threats for humans without any obvious prior learning. However, because not all people respond to the same degree, and it is hard to completely rule out prior learning, these stimuli are sometimes designated as prepared rather than innate stimuli. (Modified from Ewbank et al [2010].) (Right) Biologically neutral stimuli, when paired with an aversive unconditioned stimulus (US), such as electric shock, become conditioned threat stimuli (CSs). It is also possible to pair prepared stimuli with aversive stimulation to boost the effects of conditioning, since in human studies the intensity of the US is typically fairly weak.


  The effects of conscious versus nonconscious threats are investigated much as they are in the case of neutral stimuli—by using masking or other experimental tricks to prevent awareness of threats or by studying threat processing in patients with brain damage, such as blindsight patients (see Chapter 6). Numerous studies have shown that the human brain can process threat significance without awareness of the trigger stimulus itself.4


  As I discussed in earlier chapters, one reason we can study consciousness in humans, and have trouble doing so in animals, is that we can create situations in which people are able to verbally report whether they are consciously aware of a stimulus or not. Nonverbal responses reveal whether the brain registered the stimulus in a meaningful way but do not, on their own, reveal differences between conscious and nonconscious processing.


  As we saw in Chapter 6, studies of nonconscious processing of neutral stimuli (e.g., through masking or in blindsight patients) often require that the participants be coaxed to respond in some fashion. Subjects are usually asked to choose between two or more items, even if they feel they are guessing. But threatening stimuli offer an experimental advantage over neutral stimuli, as threats automatically and involuntarily elicit autonomic nervous system responses (such as changes in blood pressure, heart rate, respiration, and perspiration) and potentiate body reflexes, like startle.5 The participants do not have to be coaxed or made to respond to stimuli that they claim not to have experienced. Threat-elicited body responses thus provide an objectively measureable, nonverbal indication that unseen threats are meaningfully processed by the brain when verbal report fails. These responses are usually taken as evidence that threat processing does not require consciousness. It is fundamentally an a-noetic (implicit or nonconscious) form of processing.


  Under normal conditions, however, we obviously can, and usually are, consciously aware of threats. Consciousness adds dimensions to threat processing that are not possible when threats are processed only a-noetically. Although much of human decision making is based on nonconscious processes that assess the value of stimuli and responses (see Chapters 3 and 4), we can also bring consciousness to bear in our choices.6 Past learning may suggest that climbing up a tree is the best option if a pit bull is growling at you and seems poised to attack. But if you notice that the tree has no low branches, or that its low branches won’t support you, then you might have to try an alternative method of escape, and you can use conscious memories and imagination (mental time travel to the future) to test various strategies and select one that seems best. In addition, though, threats, once in consciousness, can cause us to ruminate and worry—will you be severely injured if the pit bull catches up with you? Let’s look at what happens in the human brain during conscious processing of threats.


  BRAIN SYSTEMS ACTIVATED BY CONSCIOUSLY PROCESSED THREATS


  Recall from Chapter 6 that when neutral visual stimuli are prevented from entering conscious awareness by masking or other procedures, areas of the visual cortex are activated. In the absence of such experimental trickery, when participants are able to report seeing visual stimuli, in addition to the visual cortex, frontal and parietal areas of the CCNs are activated as well.


  Not surprisingly, the same basic pattern of brain activation occurs for threatening visual stimuli: Nonconsciously processed threat stimuli activate the visual cortex but not the frontal and parietal areas, whereas consciously seen visual threats activate the visual, frontal, and parietal areas7 (Figure 8.2). We thus become consciously aware of visual threat stimuli in the same way that we become aware of any other kind of visual stimulus: by interactions between the visual cortex and cortical networks of consciousness that control attention and other executive functions and enable representation of the stimulus in the cortical workspace of working memory. As noted before, this does not mean that consciousness resides in these areas, but instead that cells, molecules, synapses, and circuits in these areas help make consciousness possible.
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  Figure 8.2: Patterns of Brain Activation for Conscious and Nonconscious Threats.


  As shown in Figure 6.8, freely seen emotionally neutral stimuli activate the visual cortex as well as the prefrontal and parietal areas, but masked stimuli that are not reportable only activate the visual cortex. The same pattern of activation holds for threats. However, in addition, both seen and masked threats result in amygdala activation. The fact that the amygdala can be activated by threats that are not reportable suggests that amygdala activation occurs independent of conscious awareness of the stimulus.


  Although the same cortical areas are activated in both consciously seen emotionally neutral stimuli and consciously seen threats, the degree of cortical activation is greater for the latter.8 The net result is that a threat stands out in the conscious mind relative to neutral stimuli that are also vying for attention. We will consider how this boosting of cortical processing occurs. First, though, a word about memory in relation to conscious threat processing.


  In Chapter 7 we discussed the role of memory in consciousness. Surprisingly, the contribution of medial temporal lobe memory systems to conscious processing of threats has not been studied much. However, given what we know about the role of memory in consciousness, it seems likely that the medial temporal lobe memory systems are called upon when we consciously process threats. For example, in order to be conscious that you are being threatened, you have to know what a threat is (have the concept of a threat stored in your brain), knowledge that requires semantic memory. You also have to know that the particular stimulus present is an example of a threat (which also requires semantic memory). In addition, past personal experiences you’ve had with threats in general or with this particular threat are likely to be retrieved (which requires episodic memory). If these various medial temporal lobe representations make it into working memory, the net result is that in the presence of a threat, you begin to assemble a state of consciousness that is both noetic and autonoetic in nature. And memory processing, like sensory processing, is boosted for threats relative to neutral stimuli.9


  WHAT’S DIFFERENT ABOUT THE WAY THE BRAIN PROCESSES THREATS VERSUS EMOTIONALLY NEUTRAL STIMULI? ENTER DEFENSIVE SURVIVAL CIRCUITS


  The reason that threats produce autonomic nervous system responses, but neutral stimuli do not, is that threats activate specific circuits that control these responses. The circuits involved belong to the category of defensive survival circuits, a prime example of which is the amygdala-based defensive circuit described in Chapters 2 and 4. These circuits process threats without the need for conscious processing of the stimulus.


  That defensive circuits, such as those involving the amygdala, are nonconscious threat processors has been shown in several ways. For example, as discussed earlier, amygdala activation occurs in normal, healthy subjects regardless of whether the threat stimulus is freely seen or masked.10 In addition, threats activate the amygdala in blindsight patients who deny seeing threat stimuli presented in their area of blindness.11 Such findings are compatible with data showing that damage to the human amygdala prevents the implicit, nonconscious threat conditioning but does not affect the ability to consciously remember being conditioned.12 In contrast, hippocampal damage prevents the ability to consciously remember being conditioned, but not the ability to be conditioned or to respond to the CS afterward.13


  Another line of research that is relevant here involves contingency awareness during threat conditioning. The question under consideration is whether conscious awareness of the relation (contingency) between the CS and US is necessary for threat conditioning to occur. Although studies in the past suggested that conscious awareness of this relation is required for conditioning,14 recent work shows that conditioning can indeed occur when awareness of the relation is prevented by making the conditioned stimulus information difficult to detect.15 Moreover, amygdala activation occurs both when subjects are aware and not aware of the contingency, but hippocampal activity occurs only when the subjects are aware of the contingency.16 Thus, we see here implicit and explicit forms of memory in action: Implicit memory underlies conditioning itself, but explicit memory (which involves the medial temporal lobe memory system and, presumably, the prefrontal/parietal areas) is required for conscious knowledge of the contingency between the CS and US (semantic memory)17 and for conscious awareness of having been conditioned (episodic memory).18


  Beyond interfering with the expression of implicit (nonconscious) responses to threats, damage to the amygdala has another important effect. Recall that threats boost sensory processing in the visual cortex of humans. Amygdala damage eliminates this effect, with the result being that threats and neutral stimuli produce similar degrees of cortical activation.19


  One could criticize this emphasis on the amygdala as being too narrow, as it is not the only region of the brain that contributes to threat processing (see Chapter 4).20 But because its role is fairly well understood, it is an excellent focal point for examining how threats affect cortical processing and thus influence how threats are consciously experienced. At the same time, an emphasis on the role of the amygdala in threat processing should not detract from the many other functions to which the amygdala contributes.21


  The main difference, then, between what happens when the brain processes threats versus neutral stimuli is that a defensive survival circuit involving the amydgala is activated. This then has consquences for how the cortical areas process the threat. Table 8.1 summarizes the differences in brain activation for consciously seen versus masked visual threats.


  Table 8.1: Brain Activation by Seen and Masked Emotional and Neutral Stimuli
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  HOW DO THREAT STIMULI REACH THE AMYGDALA?


  A key part of my argument here is that threat stimuli activate amygdala-based defensive survival circuits, which then initiate a number of responses in the brain and body that change the way the threat is further processed by the brain. These circuits ultimately make significant, albeit indirect, contributions to the conscious experience of fear. As a starting point for understanding how threat processing is affected by amygdala activation, we will first consider the routes by which sensory information reaches the amygdala. The focus will be on auditory and visual threats, because most of the research has involved these sensory modalities.


  It was long thought that the main way that the amygdala is activated by sensory stimuli was via pathways originating in the late stages of cortical sensory processing.22 But research I conducted in the mid-1980s showed that sensory stimuli do not have to engage cortical processing areas in order to activate the amygdala and thereby elicit innate defensive responses (freezing) and autonomic nervous system responses in rats.23 Specifically, these studies revealed that the amygdala receives sensory inputs not only from late stages of cortical processing but also from subcortical sensory processing areas in the thalamus. Thus, thalamic areas that provide the primary sensory cortex with its sensory inputs also originate a shortcut to the amygdala that bypasses the cortex. The thalamic and cortical sensory inputs to the amygdala came to be known as the low road and the high road, respectively24 (Figure 8.3). Although the two roads originate in the same general areas of the thalamus, they involve different populations of neurons, with different capacities, within those areas.25


  The thalamic cells that project to the primary visual cortex are high-fidelity processors that make possible precise representations of features of external stimuli in the primary sensory cortex. The primary sensory cortex then connects with late (secondary and tertiary) visual areas that integrate across visual features (shape, color, motion) to construct perceptual representations of objects and events. By way of connections with frontal and parietal working memory/attention networks, and with medial temporal lobe memory networks, representations created in late areas of the visual cortex can be used in cognitive processing and in creating conscious awareness of the stimulus. The late processing areas of the visual cortex are also the origin of the high-road connections to the amygdala.
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  Figure 8.3: Low Road High Road to the Amygdala.


  a. Sensory stimuli reach the amygdala by way of two routes. Information transmitted to the sensory thalamus is then sent to the sensory cortex, but in addition, is transmitted to the amygdala. The sensory thalamic neurons that connect with the amygdala are not part of the main system that connects the thalamus to primary sensory cortex. In the visual system, for example, the amygdala receives inputs from the collicular-pulvinar pathway rather than the geniculo-cortical pathway (see Figure 6.6). b. Illustration of the low road in action. A hiker is walking along and is about to step on a rattlesnake (from LeDoux [1994]). The low road can then trigger freezing before the person consciously knows, through the cortical processing of the visual stimulus and interactions between the visual cortex and the frontal and parietal areas that, together with the visual cortex, contribute to conscious visual experience (see Figure 8.2).


  The thalamic cells that project directly to the amygdala give rise to the low road and provide the amygdala with simple, primitive features of stimuli, such as the relative intensity, size, and speed of approach of a visual stimulus, rather than exact information about the object or event that is occurring. In the visual system, for example, the amygdala receives inputs from the collicular-pulvinar pathway, which is the origin of the “where/action” pathway that functions nonconsciously and underlies blindsight (see Chapter 6), and accounts for why blindsight patients show amygdala activity and express autonomic response threats (see above). Though the low road provides less information content, it requires fewer processing steps than the high road and is thus a faster route to the amygdala.


  Compared with the high road, the low road is a “quick and dirty” route; it allows you to respond with speed rather than accuracy in a situation of danger. If you find yourself freezing to a curved shape on the ground (via thalamic inputs to the amygdala) that you then realize (via cortical processing) is a stick, the cost of this erroneous preemptive defense response is small compared with the potential cost of actually stepping on a snake. I have often written and spoken about the snake mistake, and the image in Figure 8.4 was sent to me by someone who found himself frozen by just such a curved “stick in the grass.”
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  Figure 8.4: A Stick in the Grass.


  Snake or stick? Within milliseconds, your amygdala can begin to trigger defensive responses to such a stimulus. The circuits underlying this response are shown in Figure 8.3.


  IS THE AMYGDALA REALLY A NONCONSCIOUS PROCESSOR?


  The low-road/high-road model is supported by studies of nonconscious processes in healthy brains,26 blindsight patients,27 and in patients with electrodes implanted in the amygdala as part of the treatment of epilepsy.28 But it also became the springboard for much (perhaps too much) enthusiasm about the contribution of thalamic inputs to the amygdala in nonconscious processing—the low road came to be equated with nonconscious processing and the high road with conscious processing. It is now clear that both roads should be viewed as nonconscious inputs to the amygdala.29 The labels “low road” and “high road” are best thought of as shorthand descriptions of sensory input routes to the amygdala from the thalamus and cortex, rather than ways of accounting for differences between nonconscious versus conscious processing of threats by the brain.


  The excessive attribution of nonconscious processing to the low road to the exclusion of the high road eventually led to a backlash against the notion that nonconscious thalamic inputs might be significant in the human brain.30 That is, because thalamic inputs had come to be viewed as nonconscious inputs, and cortical inputs as conscious inputs, the attacks on the low road became attacks against the very idea that the amygdala is a nonconscious processor.31


  Two key pieces of evidence were used to challenge the nonconscious nature of amygdala processing.32 First, under some conditions, the degree of amygdala activation (as measured by functional magnetic resonance imaging, or fMRI) is greater when subjects are aware of a threat. Second, amygdala activation is reduced if subjects are engaged in an attention-demanding task while processing a threat. These findings have been interpreted to mean that amygdala activity is modulated by attention and, thus, that the amygdala participates in conscious rather than nonconscious processing.33 But there are other factors to consider.


  The conclusions about attentional modulation of the amygdala are based on fMRI results, which are very crude. The fMRI technique, which estimates neural activity from oxygen use in the brain, can only measure relevant changes over the course of several seconds. This is a serious limitation, because we know from animal studies that amygdala cells respond to stimuli within milliseconds.34 More recent studies in humans have used techniques that overcome the poor temporal resolution of fMRI and have shown that early responses elicited by threats are unaffected by attention, but later responses are.35 The fast responses, moreover, occur in the lateral nucleus of the amygdala (LA), where the sensory inputs arrive from both the low and high roads.36 Thus, top-down attention does not affect the quick responses in the LA. But for reasons described below, neither the early nor the late responses should be discussed in terms of top-down attentional modulation.


  Why might amygdala activity under some conditions be altered during tasks that involve attention? Consider an example. When participants in experiments are asked to focus on a difficult visual discrimination task that requires considerable attention (e.g., judging whether two lines have the same angle of tilt), the amygdala is less activated by masked (“unseen”) visual stimuli with emotional significance (e.g., faces showing expressions of fear or anger). Although amygdala activity is affected in such situations, this may not be for the reason that has been proposed (i.e., attention modulates the amygdala). If the water supply of New York City is shut down by a mechanical failure, the water supply to my apartment building in Brooklyn will be affected, but not because my building was specifically targeted. In other words, the amygdala may respond less to an angry face when attention is focused on something else because the normal amplification of visual processing that would occur when attention is focused on the face is lacking.37 The absence of attentional amplification reduces activity in the visual cortex, and this weakens the signals that this cortex sends to the amygdala. The amygdala responses may therefore be affected by attention but not because attention controls the amygdala but instead because it affects activity in cortical areas that connect with the amygdala.38


  It should also be noted that increased attentional load does not eliminate amygdala activity but only reduces it.39 The remaining threat-triggered amygdala activity may well be driven, at least in part, by thalamic inputs.


  Consciousness is an intrinsic feature of a neural network with unique information representation capacities made possible by unique patterns of connectivity. Specifically, conscious awareness of visual stimuli occurs by way of reciprocal connections between visual and prefrontal/parietal areas that enable the information to be represented in working memory, amplified by attention, broadcast, and/or entered into a higher-order representation. Consciousness is thus not passed onto the amygdala simply because it is connected, via the high road, with the late stages of the visual cortex. The high road, like the low road, is a nonconscious processing channel;40 the amygdala is a nonconscious processor of information from both roads.


  The elephant in the room of human laboratory studies of threat processing is that the stimuli used—static pictures of people looking afraid or angry, or neutral pictures paired with very weak electric shocks—are hardly threatening by real-world standards, where one’s well-being or even life may be on the line, or even by the standards of animal research, where the stimuli used predict predators or electric shocks that are considerably more aversive than those used in human studies. The shocks we use in our rat research are brief and in many of our studies are given only once or a small number of times, but they are set to a level that is physically uncomfortable (as determined by behavioral and physiological responses) and uncontrollable. In human studies the participants adjust the shock themselves to a level that they find tolerable; granting subjects some degree of control over the situation further reduces the threatening nature of the stimulus so that no one in these studies feels that he is in actual danger. Fortunately, in spite of the mild nature of the threats used, human studies have nonetheless been able to confirm the basic brain circuits discovered in the animal work. Still, one has to be careful not to overstate the implications of what the use of weak aversive stimuli can tell us. Attentional load, in other words, may be less effective in reducing human amygdala activity in a real-life situation of danger. In fact, as we will see below, even when attention is focused on some task, threats have the ability to interrupt the focus of attention and redirect it to the threat. Otherwise, we could be harmed every time a threat suddenly appears.


  One additional point should be made about the interpretation of the results based on methods that prevent (or reduce) conscious awareness of stimuli. Subliminal and masked stimuli are not as effective as freely seen stimuli in supporting cognitive processing (e.g., semantic processing)41 and in driving brain activity.42 Such results are sometimes used to argue that nonconscious processing is limited. However, these findings reveal more about the limits placed on the brain when the stimulus input is degraded by brief exposures to stimuli than they do about the limits of nonconscious processing per se. Some studies use more sophisticated procedures to prevent awareness that do not require brief inputs but still show some processing limitations; still, these, like other human studies, are constrained by the use of static CSs and weak USs.43


  In daily life naturally occurring cues that are fully visible or audible can bias our behavior in complex ways that we have no knowledge of or conscious control over.44 This is what the psychologist John Bargh calls “the automaticity of everyday life.”45 The biases can be as benign as effects on what you choose to eat or as insidious as the subtle way you respond to members of other races.46 The nonconscious prowess of the brain is likely much more powerful than artificial laboratory studies using degraded stimuli can reveal.


  CHANGING AMYGDALA ACTIVITY BY REAPPRAISING THREATS


  Research on emotion regulation is also relevant to the question of whether top-down cognition can influence the amygdala. We know from personal experience that it is hard to intentionally control our emotions; they seem to be better at controlling us. In my earlier books I suggested that the reason for this is related to the paucity of connections from the lateral prefrontal cortex working memory circuits to the amygdala.47 However, seminal studies from the laboratories of James Gross and Kevin Ochsner show that teaching people to reappraise emotional stimuli can reduce the subjective reports of stimulus salience, and also reduce amygdala activity.48 For example, participants who are instructed to think about something pleasant when a negatively charged stimulus is presented rate the stimulus as less arousing. The key finding by these researchers is that areas of the lateral prefrontal cortex that have been implicated in working memory and executive control functions are involved in this form of cognitive regulation of the amygdala (Figure 8.5).


  Does this mean that attention and working memory functions of the lateral prefrontal cortex directly control the amygdala? Not necessarily. The extent to which attention is a major factor in this kind of cognitive reappraisal is debated.49 Also, the amygdala does not seem to be directly affected by the lateral prefrontal cortex, which is not surprising because there are no known connections from the former to the latter.50 Instead, the effects observed seem to occur indirectly by way of connections from the lateral prefrontal regions to other areas. One candidate is the medial prefrontal cortex; however, Ochsner and colleagues have obtained evidence suggesting that lateral prefrontal connections to posterior regions involved in semantic processing of visual stimuli, which then connect to the amygdala, are key.51 When the semantic meaning of a stimulus is reinterpreted from a threat to a nonthreat, the cortical signal that reaches the amygdala is weaker, and less amygdala activity occurs—as above, not because lateral prefrontal cortex and top-down attention regulate the amygdala but, instead, because the amygdala receives a weaker input from other cortical areas that are directly influenced by the lateral prefrontal cortex. Thus, executive functions don’t directly change the amygdala in this form of reappraisal for the same reasons discussed above about attention and consciousness in relation to the high road.
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  Figure 8.5: Two Forms of Cognitive Reappraisal Affect the Amygdala Differently.


  (Left) Explicit reappraisal (using reappraisal to change self-reported emotional experience). Primarily involved are interactions between the lateral prefrontal cortex (PFCL) and the amygdala via mediation by semantic processing in the posterior neocortex. (Right) Implicit reappraisal (using reappraisal to change autonomic responses controlled by the amygdala). Primarily involved are interactions between the medial prefrontal cortex (PFCVM) and amygdala.


  Studies by Mauricio Delgado, Liz Phelps, me, and other colleagues took a different approach to cognitive regulation of the amygdala.52 We were specifically concerned with whether the ability of conditioned threat stimuli to activate the amygdala and elicit autonomic nervous system responses (as opposed to self-reported emotion) could be regulated by reappraisal. In our task participants were instructed that they would sometimes see a visual stimulus and a shock would follow. They then underwent threat conditioning. In addition, they were also trained to imagine a pleasant scene from nature when the visual CS appeared. Once they were well trained in the use of the regulation strategy, they were placed in the brain scanner, reminded of the regulation strategy, and exposed to the conditioned threat stimuli. The results indicated that the ventromedial prefrontal cortex was involved in reducing amygdala activity, which in turn resulted in a decrease in the autonomic nervous system responses elicited by the CS. The same ventromedial prefrontal cortex region regulates the amygdala in another form of emotion regulation, extinction.


  The cortical circuits of working memory and its executive control functions not only involve lateral prefrontal areas, which do not connect with the amygdala, but also several prefrontal cortical areas (e.g., ventromedial, anterior cingulate cortex, orbital) that do connect with the amygdala (see Chapter 6). So it is possible that via connections from medial cortical areas, top-down regulation of the amygdala might be achieved.


  But let’s consider the Delgado study in more detail. Emotion regulation in this experiment started out in the form of instructed, explicit cognition and involved the lateral prefrontal cortex. Once the training was established, though, the reappraisal process was automatically performed to control the amygdala-dependent ANS response. Ultimate control by the medial prefrontal cortex in this regulation strategy may therefore, like extinction, be a form of new implicit learning that enables the medial prefrontal cortex to exert control over the expression of the CS-US association stored in the amygdala and weaken the expression of autonomic responses.


  In sum, the reappraisal approach used in the Gross and Ochsner studies changed self-reported conscious experience, but in the Delgado study, reappraisal was used to change autonomic responses. In both cases the reappraisal process involves explicit cognition, but the changes involved explicit control in one case and implicit control in the other.


  THREATS NONCONSCIOUSLY PROCESSED BY THE AMYGDALA DIRECTLY INFLUENCE CORTICAL PROCESSING AND GRAB ATTENTION


  So far we’ve looked at how attention affects, or does not affect, threat processing. Here we turn to the flip side of this issue—how threat processing grabs attention. You have probably noticed that if something significant happens when you are focused on some task, your attention can shift off the task and to the new event. This alone suggests that attention isn’t necessary for threat processing; otherwise, threat processing would always require attention first. Threats instead capture attention and direct it to the threat. This realization led Herbert Simon, a pioneer in cognitive science and a Nobel Prize winner in economics, to propose in the 1960s that an efficient cognitive system must not only be able to focus attention on specific tasks, but must also have an interrupt mechanism, a means of redirecting attention when a high-priority event arises unexpectedly.53


  I became aware of Simon’s notion in the late 1990s, when I was working with computational modelers, scientists who tested psychological and brain theories with computer simulations.54 One of the ideas that came out of this collaboration was that the rapid amygdala activation that takes place outside of awareness could be a means by which attention is shifted to dangerous events that suddenly occur.55 Such a process may be at work in Michael Eysenck’s attention control theory of anxiety, which distinguishes two attention systems for processing threats: one that is goal directed, and one that is stimulus driven.56 When the goal-directed system is busy working on some task, the stimulus-driven system can still detect threats and redirect attention in a nonconscious, bottom-up way.


  Numerous laboratory studies confirm the intuition that threats or other “emotional” stimuli can seize attention.57 This body of work paved the way for studies of the brain mechanisms involved. Not surprisingly, the amygdala has been implicated in the allocation of attention, including the involuntary redirection of attention.58 For example, if two stimuli are presented in rapid succession, the first one is noticed but the second tends not to be,59 a phenomenon known as attentional blink. It’s as if the first stimulus leads to a mental blink during which the second stimulus is not registered. But if the second stimulus is a threat, it has a good chance of overriding the blink effect and being seen.60 In patients with amygdala damage, this override does not take place, suggesting that threat-driven amygdala activity is normally responsible for the ability of threats to persist and invade consciousness.61


  How exactly does nonconscious threat processing by the amygdala exert bottom-up influences on cortical processing? When the lateral amygdala (LA) detects that a threat (innate or conditioned) is present, it sends signals to other areas of the amygdala to control behavioral and physiological adjustments in the brain and body (see Chapter 4). One of the targets of the LA is the basal amygdala (BA), which is particularly well connected with cortical areas, including areas of frontal and parietal attention networks.62 Thus, via outputs of the BA to prefrontal and parietal areas, circuits that exert top-down attentional control over sensory processing can be influenced (Figure 8.6). In particular, bottom-up amygdala influences on cortical attention networks can disrupt top-down attention focused on nonthreatening targets, allowing redirection of attention toward threats.
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  Figure 8.6: Direct Effects of the Amygdala on Cortical Processing.


  Using visual processing as an example, the figure illustrates how the amygdala primarily receives visual inputs from the tertiary stage of processing but sends connections back to the earliest stages of cortical visual processing. Within the amygdala, the lateral nucleus (LA) is the main recipient of visual inputs. It then connects with the basal amygdala (BA), which is the origin of most of the connections to sensory and other cortical areas. While only the visual cortex is shown, auditory and somtosensory cortical systems have a similar arrangement (taste and olfaction are different). The main connections from the amygdala to the nonsensory areas shown include the prefrontal cortex and parietal cortex because of their prominent role in the ideas developed here. The prefrontal cortex in this case refers to both lateral and medial areas.


  The BA also connects directly with sensory areas of the cortex and can directly affect processing there as well. Although only the late stages of visual processing send inputs to the LA (this is the high road), the BA connects back to all areas of the visual cortex, including the earliest stages of processing (the primary visual cortex).63 This anatomical fact is consistent with the observation that threat stimuli activate both primary and secondary areas more strongly than do neutral stimuli and also with studies showing that the processing of very primitive visual features (such as differences in color or brightness) that depend on the primary visual cortex is enhanced for threat stimulus relative to neutral stimuli.64 Thus, once the LA is activated by a threat, the BA can begin to influence all aspects of cortical visual processing.


  Another way that threats may alter attention is by engaging areas of the medial prefrontal cortex involved in amygdala regulation.65 Earlier I discussed how activity in these areas might dampen amygdala activity to reduce unwanted responses to threats. But in addition, the medial prefrontal cortex may be able to elevate amygdala output activity and thereby boost cortical processing of threats.66 This would facilitate reentrant processing between CCNs involving prefrontal/parietal areas and sensory processing and enhance conscious awareness of the threat.


  NONCONSCIOUS PROCESSING BY THE AMYGDALA ALSO INFLUENCES ATTENTION AND SENSORY PROCESSING INDIRECTLY BY CHANGING AROUSAL LEVELS


  Another very significant consequence of threat detection by the amygdala is an increase in overall brain arousal. Creature consciousness depends in part on arousal, as do alertness, attention, and vigilance (sustained attention).


  Threats are very effective at raising arousal levels globally in the brain.67 This effect, sometimes called generalized arousal,68 is achieved by populations of neurons that make and release the neuromodulators (e.g., norepinephrine, dopamine, serotonin, acetylcholine, orexins, and other chemicals).69 Though the cell bodies of these neurons are restricted to specific brain areas, their axons are widely distributed, enabling them to exert broad influences on brain activity (see Chapter 4, and especially Figure 4.4).


  Although the term “generalized arousal” describes the global nature of the effects of neuromodulators on the brain, the behavioral and cognitive consequences ultimately reflect the local consequences of modulator chemicals on information processing in specific circuits when cells with receptors for a specific modulator bind the chemical. For example, the binding of neuromodulators to their specific receptors facilitates processing between the sensory thalamus and sensory cortex, within the sensory cortex, in the prefrontal and parietal cortices, in areas of the amygdala, in the hippocampus, and in many other brain regions.70
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  Figure 8.7: Indirect Effects of the Amygdala on Cortical Processing via Arousal.


  Sensory information transmitted to the lateral amygdala (LA) reaches the central amygdala (CeA) directly and via intra-amygdala connections in the basal amygdala (BA) and other areas not shown (such as the intercalated nuclei). We have discussed the role of the CeA in controlling defensive behavior and supporting physiological responses of the body (not shown in this diagram). Another important set of outputs of the CeA is to arousal systems. These contain neurons that manufacture various neuromodulators (such as norepinephrine, serotonin, dopamine, acetylcholine, and others) and send axons widely throughout the brain (only connections to key areas being discussed are shown). When activated by the CeA, the arousal systems release their chemicals from their axons and change information processing in those areas.


  The local specificity of modulatory action is illustrated by results showing that whereas the modulator acetylcholine affects sensory processing and attention in cortical areas, arousal-induced changes in sensory processing areas of the cortex can be achieved without changing processing in executive control areas responsible for attention.71 Thus, in addition to influencing attention and thus conscious sensory processing, neuromodulators can also separately affect non-conscious sensory processing, which can influence other nonconscious processes that occur outside the influence of attention and consciousness.


  Neuromodulators are most effective in modulating the activity of neurons that are already active,72 which accounts for how their nonspecific release can selectively affect particular neurons. Thus, neurons that are actively processing a visual stimulus or that are controlling attention to visual stimuli will be affected, but neurons that are not engaged will be less affected, or even unaffected.


  A major way that threats change arousal is via outputs of the CeA to neuromodulatory systems (Figure 8.7).73 (By the way, the amygdala also processes appetitive stimuli and the CeA also activates neuromodulatory systems in their presence74). The consequence of CeA activation of neuromodulatory systems is an increase in attention and vigilance, which may be achieved by lowering the threshold to detect sensory stimuli.


  The opportunities for arousal to influence information processing in the brain are manifold. The fact that the amygdala itself is a recipient of neuromodulatory inputs means that its processing is also boosted during arousal. As the amygdala drives arousal and arousal in turn drives the amygdala, a self-sustaining reentrant loop is engaged that helps keep the brain and body revved up as long as the threat remains.75


  The amygdala thus facilitates sensory processing in two complementary ways. Sensory and working memory cortical networks, including attentional networks, are directly influenced by BA outputs and are also affected by neuromodulators released by way of outputs of the CeA. The net effect is that connections between sensory and working memory/attention networks are doubly facilitated, which sharpens and sustains focus on the threat, causing the threat to stand out in conscious awareness relative to neutral stimuli that are also present. Thus, cortical reentrant processing occurs above and beyond that achieved in perceptual states of awareness that lack emotional significance (Figure 8.8).


  This helps account for why threat detection results in risk assessment and heightened sensitivity to the environment. If your brain has detected a potential source of harm, and arousal has been triggered, through focused attention you begin to monitor the environment in search of other possible harmful things. The mechanisms involved are similar to those mentioned above, in which the amygdala exerts bottom-up influences on sensory processing and attention; once attention is captured, top-down executive attention biases sensory processing. People with anxiety disorders have this in the extreme.76 Through arousal and reentrant processing, their brains are on high alert. They are hyperaroused, thus hyperattentive to threats, and hypervigilant even when threats are not present. What might be a safety signal for most people can be perceived as a warning of danger for them.
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  Figure 8.8: Recurrent Perpetuation.


  Reciprocal connections between brain areas (or more precisely, between neurons in those areas) create processing loops. Recurrent activity in these loops is believed to give rise to the amplification of processing and the emergence of conscious experience. While several levels of processing loops are illustrated here, note two points. First, once the amygdala is activated by a sensory stimulus, it can, via basal amygdala (BA) outputs, not only influence ongoing sensory processing but also influence cortical areas involved in attention and working memory that also are reciprocally connected with sensory processing areas. Second, via the central nucleus (CeA), in addition to initiating defensive responses and supporting physiological changes in the body (not shown here), arousal systems within the brain are activated and release their chemicals and modulate processing in all of the areas mentioned above, but also release in the amygdala and modulate its processing. Thus, so long as the threat persists, a massive system of feed-back and feed-forward amplification of processing occurs via multiple layers or recurrent connectivity, keeping the organism engaged and energized to cope with the threat.


  PROCESSING OF UNCERTAIN THREATS INVOLVES THE BED NUCLEUS


  By virtue of extensive connectivity with sensory processing areas, the amygdala-based defensive circuits described above are especially well suited to control behavioral and physiological responses to immediately present stimuli. These circuits are thus particularly relevant to understanding nonconscious processes that contribute to feelings of fear. But what about feelings of anxiety, which occur when we are worried about threats that are not present and may never occur? As we saw in earlier chapters, the bed nucleus of the stria terminalis (BNST) complements the amygdala in the control of behavior in situations in which threats are possible but uncertain. The BNST, unlike the amygdala, is not well connected to sensory systems but instead has strong inputs from the prefrontal cortex and hippocampus, as well as from the amygdala (see Chapter 4). In short, the BNST can be triggered by the cognitive representation of events, including the ability to predict and worry about events that your future self might experience.


  Many situations of danger may involve both actual threats and uncertainty. When this occurs, the amygdala and BNST may well both be engaged; the amygdala to respond to the certain threat and the BNST to initiate risk assessment of the less certain elements. When novelty or uncertainty is primarily involved, then the BNST does most of the work.


  NOTICING THE UNNOTICEABLE


  Defensive motivational states are nonconscious, a-noetic states. We cannot simply turn our attention to defensive survival circuits and come to know exactly what they are doing. But we can come to know about defensive survival circuits and their accompanying motivational states indirectly by monitoring their observable consequences.


  When split-brain patients fabricate verbal (left hemisphere based) explanations for behaviors that were produced by the right hemisphere, the left hemisphere is generating explanations of behaviors produced by nonconscious systems and does so in the maintenance of a sense of self. That is, our behavior is an important way we come to know who we are. This is the essence of Gazzaniga’s interpreter theory of consciousness (see Chapter 6).


  The most obvious way that defensive motivational states make themselves known to us is, in fact, through our own behavior. The ability to observe one’s behavior and thus create representations of behavior in working memory is called monitoring.77 By directing our attention to our behavioral output, we can acquire information about what we are doing and intentionally adjust our behavior in light of thoughts, memories, and feelings. As an executive function of working memory, monitoring, not surprisingly, involves circuits in the prefrontal cortex.78 We use observations of our own behavior to regulate how we act in social situations.79 If you become aware that your behavior is negatively affecting others, you can make adjustments as a social situation evolves. Or if you notice you are acting in a biased way toward some group, you can make corrections. In addition, through monitoring one can observe undesirable habits and seek to change these through therapy or other means. Not everyone is equally adept at using monitoring to improve self-awareness. The field of emotional intelligence is all about how people differ in such abilities and how one can be trained to do better.80


  We can also monitor signals coming from within our body. This is, again, the foundation of Damasio’s somatic marker hypothesis (see Chapter 5). The most specific of these are signals from the somatosensory system, which transmits information about touch, temperature, irritation, and pain from skin and muscles to cortical processing areas, much like the visual or auditory systems do. When you have a headache, backache, sore muscles, an itch, feel warmth or cool air on your skin, or are feverish, you become aware of somatosensory information being processed in cortical areas.


  We can also notice some signals from our inner organs, many of which have nerves that transmit signals to the brain for processing. For example, you notice when your bladder is full, your stomach is empty or burning from acid indigestion, or your heart is racing. Most other signals that come from the body, however, especially those from the inner organs, are more amorphous, more difficult to pinpoint. We know little about the state of our gallbladder, appendix, pancreas, liver, kidneys, and most other organs unless they malfunction and result in pain or other unexpected consequences. However, because sensory nerves in these organs do send messages to the brain, they could have some indirect and implicit influences on perception, attention, memory, and emotion. Also, some hormones released by various organs in the body can affect consciousness indirectly by binding to receptors in many areas of the brain, including the amygdala and all other regions that control defensive motivational states, as well as cognitive processing areas of the cortex that contribute to sensory processing, attention, long-term memory (semantic and episodic), and working memory.


  Brain arousal is also noticeable, at least to some degree, if only indirectly. When arousal is high, we feel alert, energetic, and vigilant. When arousal is low, we are sluggish and inattentive. Drugs like amphetamines raise brain arousal levels and artificially increase alertness and the ability to concentrate by mimicking the arousing effects of neuromodulators.81 Although sudden changes in arousal can be detected, the informational content associated with these is weak: Arousal can tell us something important has happened but not what it is or what it means. In the absence of other disambiguating information, we turn to our outer senses to monitor our behavior and our surroundings.82 Arousal also plays an important role in most contemporary theories of how we experience emotions.83


  Thus, through monitoring, the various components of a defensive motivational state can, via their consequences, affect conscious experience. Monitoring is a terrific work-around of our inability to be able to directly access the nonconscious brain, but it is not risk free. The interpretation of the nonconscious sources and motivations underlying body responses might or might not be accurate.84 When we are monitoring vague, imprecise physiological signals in the brain or body that are not expressed in behavior, the opportunity for misattribution of the motivational significance of the signals is high. When people make decisions based on “gut feelings,” they are using nonconscious processing, but the fact that we do make many decisions this way does not mean we should intentionally avoid conscious decision making. Gut feelings can sometimes be useful but can also cause problems (see Chapter 3) and should not, out of mental laziness, be relied on as a routine mode of decision making.


  REMEMBERING WHAT IT IS LIKE TO FEEL FEAR OR ANXIETY


  In a previous chapter I argued that we are not innately endowed with feelings. A similar point was made in a very interesting article titled “The Language of Feeling and the Feeling of Anxiety.”85 In it the authors note: “It is unlikely that we are born knowing what our feelings are any more than we are born knowing the world and reality. Instead, we learn what our feelings are and this learning has a social-verbal experiential basis.” In other words, as you go through life you learn what words like “fear” and “anxiety” mean, and you attach these words to experiences that you monitor in your brain and body. When a child has been in a situation of danger, a parent may tell her, “You must have been really afraid.” Or if the child seems nervous about being in a school play, comfort from parents may come in the form of, “Don’t be worried, it’s natural to feel a little anxious when people are watching you.” The child also hears others talking about fear or anxiety and sees examples of these states played out on TV and in the movies. Children’s movies these days often involve quests in which characters, often animals, have to face many fear-arousing challenges and are anxious for prolonged periods until they finally reach their destination, and their fear and anxiety are replaced with jubilation. As the psychologist Michael Lewis points out, children act afraid and anxious long before they can feel these emotions.86 Words like “fear” and “anxiety” have established relations with propositions such as “I am afraid of X” or “I am anxious about X.” Once one cognitively learns these, it is easy to know what it means to be afraid of or anxious about X without necessarily fully understanding what it is like to feel fear or anxiety.87


  Children thus build up a catalog of what canonical examples of different emotions look like in others and feel like in themselves. The Swiss developmental psychologist Jean Piaget used the term “schema” to describe an organized collection of information about a topic or situation that children acquire and then use in thought and action.88 Emotional schemas are stored in semantic and episodic memory as emotional concepts.89 These schemas are used to categorize situations as threatening or safe. In threatening situations, signals in brain and body are monitored, as is one’s behavior. If a match occurs (through a process called pattern recognition) between a stored schema and the present situation and/or state, the present condition is cognitively conceptualized (interpreted) as the schematized emotion and labeled with the emotion word assigned to that state. Sometimes only some of the components of the emotional state will be present, in which case pattern completion is called upon. As one becomes more emotionally experienced, the states become more differentiated. Fright comes to be distinguished from startle, panic, and terror, and dread distinguished from concern, wariness, and edginess. Because the labeling process is imprecise and depends on individual learning and interpretation, each person may use the terms a little differently.


  Psychologists Lisa Barrett and James Russell refer to these schematic and interpretive processes underlying emotional experiences as conceptual acts that contribute to the psychological construction of emotions.90 As Assaf Kron and colleagues have noted, “Feelings don’t come easy.”91 They don’t simply happen; they require considerable mental work.


  Although the memory of monitoring helps you label experiences, the words we use as labels are not the states. They are the effort of consciousness to classify and make sense of what is being experienced and enable one to report on the experience if questioned about it. So how, then, does the experience of emotion itself come about?


  FEELING IT


  It’s useful to think about how emotional feelings emerge in consciousness by way of analogy with the way the flavor of a soup is the product of its ingredients.92 For example, salt, pepper, garlic, and water are common ingredients that go into a chicken soup. The amount of salt and pepper added can intensify the taste of the soup without radically changing its nature. You can add other ingredients, like celery, green peppers, and parsley, and have a variant of a chicken soup. Add roux and it becomes gumbo, whereas curry paste pushes it in a different direction. Substitute shrimp for chicken, and the character again changes. None of these individual items are soup ingredients per se: They are things that exist independent of soup and that would exist if a soup had never been made.


  The idea that emotions are psychologically constructed states is related to Claude Levi-Strauss’s notion of “bricolage.”93 This is the French word referring to something put together (constructed) from items that happen to be available. Levi-Strauss emphasized the importance of the individual, the “bricoleur,” and his social context, in the construction process. Building on this idea, Shirley Prendergast and Simon Forrest note that “maybe persons, objects, contexts, the sequence and fabric of everyday life are the medium through which emotions come into being, day to day, a kind of emotional bricolage.”94 In the brain, working memory can be thought of as the “bricoleur,” and the content of emotional consciousness resulting from the construction process as the bricolage.


  Similarly, fear, anxiety, and other emotions arise from intrinsically nonemotional ingredients, things that exist in the brain for other reasons but that create feelings when they coalesce in consciousness. The pot in which the ingredients of conscious feelings are cooked is working memory (Figure 8.9). Different ingredients, or varying amounts of the same ingredients, account for differences between fear and anxiety, and for variations within each category. Although my soup analogy is new, I’ve been promoting the basic idea that conscious feelings are assembled from nonemotional ingredients for quite some time.95


  FEELING FEARFUL


  Typically, you are afraid of something that is present. It is the awareness of this thing that ultimately, with the aid of other ingredients, gives rise to the feeling of fear. So the first ingredient of a fearful experience is a representation of a particular sensory object or event in the brain.


  The second ingredient is defensive survival circuit activation, by way of thalamic and cortical inputs. This initiates the expression of defense responses and supporting physiological changes.


  The third ingredient is attention/working memory. In order to consciously know that a stimulus is present, you have to attend to it. Attention delivers the stimulus to working memory. This involves interactions between sensory areas of the cortex and prefrontal and parietal circuits.
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  Figure 8.9: How Feelings Are Made from Nonemotional Ingredients.


  The way conscious emotional feelings emerge from the brain can be thought of by way of analogy with the way the flavor of a soup emerges from nonsoup ingredients. In the case of chicken soup, water, onions, garlic, carrots, chicken, salt, pepper, bay leaves, parsley, and other ingredients are not soup ingredients per se. They are just things in nature that can be used to make soup. Change the ingredients and the flavor of the soup changes, either subtly (adding salt and pepper can intensify the flavor) or qualitatively (substituting fish for chicken or adding roux or curry paste). Emotions are like this in that their characteristic quality (the way they feel) is determined by the combination of nonemotional ingredients. Some of the nonemotional ingredients that combine to make emotions are sensory processing, survival circuit activity, brain arousal, body feedback, and memory. Working memory is the pot in which emotions are cooked. While the character of the emotion can be greatly influenced in a bottom-up fashion (i.e., by the survival circuit that is active and the degree of arousal that occurs), executive functions can contribute to the particular mixture of ingredients that enter working memory from the sensory systems and from long-term memory, and to the interpretation of the experience and the labeling of its quality (worry, concern, dread, anxiety, fear, panic, terror, horror).


  The fourth ingredient is semantic memory, which enables you to apprehend what the particular thing is (object recognition) and to distinguish it from other objects (discrimination). This kind of information makes it possible for you to consciously know that a stimulus of the type present now is potentially harmful (this is a snake, some snakes are venomous, venomous snakes can kill you). The integration of semantic memory with stimulus information involves interactions between cortical sensory processing circuits, prefrontal and parietal attention/working memory circuits, and medial temporal lobe semantic memory circuits. The merging, by way of executive control functions such as attention, of sensory information with semantic knowledge results in a kind of factual consciousness about the stimulus—what Tulving calls noetic consciousness.


  The next ingredient is episodic memory. Episodic memories are about YOU; they involve your past but are also the foundation for predictions about your future self. Your conscious experience of an episodic memory is, in Tulving’s terms, an autonoetic state of consciousness. This involves interactions between sensory cortex circuits, medial temporal lobe episodic memory circuits, and pre-frontal and parietal circuits that create a contemporaneous representation in working memory involving the stimulus (what), its location and yours (where), and its time of occurrence (when). In addition, working memory must represent the fact that all of this is happening to YOU—the self has to be involved. Although these are the basic ingredients of an autonoetic experience, they are not sufficient to constitute an autonoetic state in which you feel fear or anxiety.


  The activation of defense circuits not only triggers body responses but also changes the way cortical circuits process information. Amygdala outputs trigger an increase in brain arousal, potentiating processing by active neurons throughout the brain. Amygdala outputs to cortical areas grab attention and boost sensory processing of the threat via reentrant processing loops. Connections from the amygdala to long-term memory and working memory and attention circuits are also reentrantly engaged, facilitating retrieval of semantic and episodic memories of the threat. The fact that the amygdala itself is a target of modulators means that it drives all of these processes more strongly. Although the defensive motivational state that results is a nonconscious (a-noetic) state, it, or components of it, can come to be part of the conscious experience of fear when you monitor, through executive capacities, noticeable consequences of the state.


  You are now in a state that is very close to being a conscious state of fear. It might even be a primitive, poorly differentiated one. But one more step is needed. By way of past personal experiences with danger, you have learned what ingredients contribute to fear. As monitorable aspects of the state build up in consciousness, you begin to recognize, via memory and pattern completion, that ingredients that are present are the indicators of fear, and you label and categorize the state. The cognitive templates, schemas, and conceptual acts of constructivist theories proposed by Barrett, Russell, Clore, Ortony, and others do the work.96 Whether you feel concern, alarm, fright, panic, or terror depends on the particular blend of ingredients and the way they are cognitively interpreted via stored schemas. Fear and other emotions are based on assumptions, presuppositions, and expectations; they are constructed in the brain from nonemotional ingredients.97


  What distinguishes the various kinds of fears is the combination and amount of the raw materials involved. What ties together all instances of fear is the awareness that a threat to well-being is present or is soon very likely to occur.


  In short, in order to be felt as fear, components of a nonconscious defensive motivational state have to invade and become a presence98 in conscious awareness. This can only happen in organisms that have the capacity to both be aware of brain representations of internal and external events and to know in a personal, autobiographical sense that the event is happening to them—someone has to be home in the brain in order to feel fear when the defensive state knocks on the door.99


  Defensive circuits organized in subcortical brain areas mature earlier than cortical circuits involved in cognition and language. This is why, as I noted above, infants can react “emotionally” long before they can actually feel emotion,100 and why adult humans and nonhuman animals can react “emotionally” without necessarily feeling emotional. Unless the brain has the wherewithal to be conscious of its own activities, noetic states of fear cannot exist. In the absence of the ability of the brain to apprehend that the event is happening to itself, there can be no autonoetic experiences of fear. Autonoetic fear is likely very limited in the animal kingdom, and may, as Tulving argued, be exclusive to humans. Although noetic fear could, in principle, be experienced by other animals, measurement problems have so far precluded a clear demonstration of noetic consciousness, even in nonhuman primates. The challenges will be even greater in other species with brains in which the cerebral cortex differs even more from ours.


  The human brain’s compulsion to organize experiences into categories is unique and depends, in part, on natural language as well as other cognitive capacities. As pointed out earlier, we have English words to distinguish more than three dozen variants of fear-related kinds of experience.101 The idea that language and culture shape experience,102 including emotional experience, is currently thriving in psychology.103 Culture and experience, for example, contribute to how the amygdala responds to threats.104 Whatever limited self-awareness is possible without language, it is clear that its presence changes the self-and-consciousness game in the brain (see the discussion of animal consciousness in Chapters 6 and 7). Among the things that language does for the human brain is enable the symbolic representation of experiences of fear or anxiety without the actual exposure to the stimuli that normally elicit these emotions.105 In certain circumstances, this helps keep us safe but can also become a vehicle for excessive rumination and can have unwanted consequences in the form of debilitating anxiety.


  I have emphasized here how fearful feelings related to defensive circuits arise, which makes it easy to slip back into the idea that the defensive survival circuit is a fear circuit. But the fact is, we can feel fear in response to activity in other survival circuits (fear of starving, dehydrating, or freezing to death). I call these “fears” because they are triggered by specific stimuli and interpreted in terms of schemas related to danger and harm to well-being. But as soon as you interpret these signals as sources of harm, you begin to contemplate, via autonoetic consciousness, what the consequences might be, and at that point anxiety schemas are activated, and worry takes over.


  FEELING ANXIOUS


  Like fear, anxiety can be initiated from the outside, as when stimuli reliably predict that harm will occur but do not predict exactly when it will take place. Anxiety can also be triggered by stimuli that are only weakly associated with danger, so harm may or may not actually follow. Novel situations in which one does not know exactly what to expect are also triggers of anxiety. In addition, anxiety can develop when particular memories or thoughts, independent of external events, lead to worry. In each of these cases, once the stimulus, situation, thought, or memory is attended to and enters working memory, it is interpreted in light of cognitive templates and schemas based on semantic and episodic memory and gives rise to noetic and autonoetic states of consciousness that include implications for the self. During this process the representations of stimuli and situations and of thoughts and memories, by way of cortical connections to the amygdala and/or bed nucleus of the stria terminalis (see Chapter 4), activate defensive survival circuits, leading to arousal and other physiological consequences in the brain and body and other aspects of defensive motivational states that sustain attention to the anxiety-provoking stimulus, thought, or memory.


  Like fear, anxiety often involves defensive circuit activation. But as we’ve just seen, anxiety can arise from the consequences of activity in other survival circuits. Anxiety, again like fear, is not directly the result of the activation of a survival circuit. It is a cognitive interpretation that sometimes, but not always, depends on survival circuit activity in generating autonoetic conscious feelings. Existential anxieties, such as worries about leading a more meaningful life or of the eventuality of death, are not dependent on survival circuits but are lofty concerns that live in autonoetic consciousness. They may have an indirect impact on survival circuit activity but primarily involve abstract concepts related to choices and potential consequences in anticipated future situations, all centered on the conscious self.


  WRAPPING UP


  The psychotherapist Mark Epstein says that trauma is an indivisible part of human life.106 It lacks logic, but it connects the person to the world at a fundamental level. Looking at trauma through the lens of fear and anxiety, its lack of logic can be seen as a consequence of the storage of memory of the event in part through implicit systems that cannot be accessed by consciousness and its linguistic analytic tools, and thus cannot be directly monitored. And the fundamental connection to life Epstein refers to can be seen as arising from the storage of these implicit memories in universal survival circuits that exist to keep the organism alive and well, and that contribute, albeit indirectly, to the assemblage of feelings in each human brain. This nonconscious connection to life is, at a primitive level, a major factor that connects us to all members of our species, and to other species. It makes it possible to relate to people and animals in ways that defy words and logic. We are empathic and anthropomorphic, not necessarily because we share feelings with others, but because nonconscious interactions between our a-noetic brains. Under such conditions, feelings are fostered in us that we naturally presume exists in others, including other species. As I noted before, just because something is natural (genetically encoded) does not mean it is scientifically correct.


  Feelings like fear and anxiety are icing on the evolutionary cake, a layer added long after the cake was baked.107 Once you have a mental schema of a certain kind of cake—say, devil’s food cake with vanilla icing—it’s difficult to imagine an example of that kind of cake without also thinking about the icing. Similarly, once you feel fear when responding to danger, it’s hard to imagine that other responses that occur at the same time are not causally tied to the feeling and also hard to imagine that other animals might respond to danger without this same kind of feeling.


  Fear and anxiety are not biologically wired. They do not erupt from a brain circuit in a prepackaged way as a fully formed conscious experience. They are a consequence of the cognitive processing of nonemotional ingredients. They come about in the brain the same way any other conscious experience comes about but have ingredients that nonemotional experiences lack.108





  


  CHAPTER 9


  FORTY MILLION ANXIOUS BRAINS


  “We live only a few conscious decades, and we fret ourselves enough for several lifetimes.”


  —CHRISTOPHER HITCHENS1


  The biological building blocks we share with bacteria, plants, sponges, worms, bees, fish, frogs, dinosaurs, rats, mice, cats, monkeys, and chimps make it possible for us to survive, but we are ultimately more than mere survival machines. Although we live in the present, we humans live for the future, a mental quality that is rare, and maybe unique, in the animal kingdom. This takes a special kind of brain, one that can be self-aware and aware of the relation of self to time. Autonoetic consciousness is our blessing and curse. It enables us to strive to achieve, but also to worry that we will fail.


  Restating Kierkegaard, the cultural historian Louis Menand noted, “Anxiety is the price tag on human freedom.”2 Kierkegaard believed that we are free to choose our future actions, and this defines who we are.3 But modern science has concluded that our freedom is often more illusory than we think.4 Regardless of how free our will really is, though, the fact that we believe it is free makes us anxious when we perceive that we do not actually have control, when we face risky options in situations of uncertainty, or when we ruminate over how the present and future might be different if we had acted differently in the past.


  Though anxiety is fundamental to human nature, for some people it has debilitating consequences. According to the National Institute of Mental Health, forty million people in the United States alone have some form of an anxiety disorder. One could quibble over whether every person with a diagnosis of anxiety qualifies as having a disorder as opposed to just a greater amount of anxiety than he or she cares to have.5 But just as there are surely people who may not warrant the “disorder” label, there are likely others who are effectively incapacitated but not officially diagnosed. Also, as noted in Chapter 1, because generalized anxiety is considered an impairing cocondition in most other psychiatric disorders, including depression, schizophrenia, autism, and others, and occurs in people with serious, and sometimes not so serious, medical problems, the reach of anxiety extends far beyond the 40 million people with a specifically diagnosed anxiety disorder.


  DEFINING ANXIETY SCIENTIFICALLY


  The traditional view of anxiety handed down from Freud and Kierkegaard is that it is an unpleasant conscious experience. Indeed, we each recognize anxiety by the way it makes us feel personally, and people typically seek help for anxiety because they want to feel better. The psychologist Richard McNally, a leading anxiety researcher, highlights the importance of conscious experience in anxiety, stating that the notion of “unconscious anxiety” is oxymoronic.6 At the same time, because feelings are private and not easily measured in people, and even more difficult to study rigorously in animals, scientists have sought ways to redefine fear and anxiety in nonconscious (nonfeeling) terms to make the condition more tractable as a research topic. The central motive state was a solution for dealing with animals. Another approach became popular in human research.


  In the 1960s anxiety was still typically thought of in Freudian terms by clinicians—as a conscious feeling with hidden causes in the unconscious. But the behaviorist movement had suggested that fear and anxiety problems could be treated using ideas derived from learning theory, such as principles underlying extinction (see Chapter 10). Peter Lang, a young researcher interested in this approach, recognized the need to have objective measures to validate whether such treatments were effective. He argued that emotions such as fear and anxiety could be assessed using three response domains: (1) language behavior (what people say about their situation); (2) behavioral acts (such as escape and avoidance); and (3) physiological reactions (including changes in blood pressure, heart rate, sweating, and muscle tension; startle responses; later he added physiological changes in the brain, such as increased arousal). Successful treatment, he proposed, would result in significant and persistent changes in all three response systems.7 Lang thus sought a way to retreat from an exclusive focus on the “hidden phenomenology” of fear and anxiety that had been the main concern of psychoanalysis and instead focus on objectively measureable responses.8


  A word about language behavior as one of Lang’s three response systems. Behaviorists considered thought a covert form of behavior and viewed speech (verbal behavior) as a way to measure this covert behavior. Language behavior, according to B. F. Skinner, is subject to the same rules of reinforcement as any other behavior.9 Behaviorists have even said that the most powerful way to change behavior is through language.10 By including language behavior as a response system in his fear and anxiety model, Lang was not using language as a means of obtaining a verbal report of “hidden phenomenology” but instead as objective behavior.


  Lang’s three-response model not only redefined anxiety in objective terms for research purposes but also influenced therapy, suggesting that the response systems themselves be targeted rather than the ineffable phenomenology inside a patient’s head. But in solving one problem, this approach created new ones.11 In particular, it continued the behaviorist trend of marginalizing what most people conceived of as the essence of anxiety—namely, its subjective (hidden) phenomenology—the way it feels.


  Interestingly, studies by Lang found that behavioral and physiological measures of fear and anxiety were often discordant with language behavior.12 In therapeutic settings, people might improve behaviorally (a claustrophobic patient might be able to take the subway) or physiologically (a spider phobic may show less arousal when exposed to spider pictures) but may state that they still feel anxious and worry about their condition.13 In fact, laboratory studies in which multiple measures of each response system are taken have found discordance among different behavioral responses or different physiological measures, whereas the verbal measures are more consistent.14 On the basis of this observation, Stanley Rachman, another influential figure in the field of human anxiety, concluded that “verbal report is definitional and essential.”15


  When Lang first offered his proposal, consciousness still had a bad scientific reputation due to the lingering effects of behaviorism—most cognitive scientists were more interested in how information processing works than in how conscious experiences come about. Verbal behavior was, as noted, viewed in behaviorist terms. But, as discussed in previous chapters, the field is now more comfortable with the idea that verbal self-reports are windows into conscious experience. Self-report is often used in research on consciousness in general,16 as well as in studies of fear and anxiety in particular,17 including fear and anxiety disorders.18 Again, as Rachman noted, self-report is “definitional and essential.” Thus, feelings, being conscious experiences, can be studied experimentally using information-processing approaches such as those that explore the role of attention and working memory in consciousness (Lang, in fact, turned to an information-processing perspective in his later work19).


  We also know that the discordance between what one says about one’s feelings and how one’s body is reacting in the face of a threat is a natural consequence of brain organization. Bodily responses are products of survival circuits that operate nonconsciously, and working memory, which is crucial to self-reports about consciousness, does not have direct, inside-the-brain access to the implicit systems that control these responses.20 Working memory acquires information about these states indirectly, by monitoring their noticeable consequences.


  A verbal report about the way one feels is thus not just another measure. The essence of an emotion like anxiety is, as Freud said, “that we should feel it” (see Chapter 1) and conscious states are best assessed via verbal reports. As I’ve argued throughout this book, nonreportable nonconscious factors that contribute to anxiety should not be equated with the conscious experience of anxiety. They are part of the brain’s means of coping with challenges and opportunities, a capacity that, as I’ve noted, has ancient biological roots and is not in the brain to make conscious fear or anxiety.


  Efforts to redefine fear and anxiety in nonsubjective terms (e.g., as behavioral or physiological responses or nonconscious central states) have complicated and, in fact, impeded the goal of understanding what fear and anxiety really are.21 The default meanings of mental-state terms like “fear” and “anxiety,” which are borrowed from common usage, will always be the mental state (i.e., phenomenal, subjective, conscious) meaning—the actual feeling of fear or anxiety. When such terms are used as labels for nonconscious states or responses for scientific purposes, it is all too easy to unwittingly slip from talking about fear and anxiety in nonconscious terms to talking about conscious feelings. This leads to confusion about what is meant when fear and anxiety are discussed among scientists and also when scientists communicate with nonscientists; scientists have to guard against these conceptual slippages, which are so natural that they often go unnoticed.22 More important, they can also lead to research that purports to be about anxiety but turns out to be about something controlled separately in the brain (e.g., defense responses). Scientists have an obligation to communicate their work in a clear and accurate way, even if it is less sexy. We aren’t selling a product; we are trying to understand and explain how things work.


  THE LOGIC OF DRUG DISCOVERY RESEARCH


  To illustrate some of the problems that arise from viewing anxiety as something other than what it is for scientific purposes, we will examine how researchers seeking biologically based treatments through animal research conceptualized anxiety. As we will see, the success of such approaches has been limited. I argue that a big part of the problem is the way fear and anxiety have been conceived.


  Research attempting to identify new drugs to treat problems involving fear and/or anxiety has traditionally measured behaviors (including innate responses, such as freezing or flight, and learned responses, such as escape and avoidance) and/or physiological changes in the body (including autonomic nervous system responses and endocrine responses) and brain (brain arousal or more specific brain activity). This approach fit well with Lang’s response-based concept of anxiety because it focused on objectively accessible behavioral and physiological responses rather than thorny questions about feelings. But in contrast to Lang’s emphasis on anxiety as a collation of response measures rather than an actual entity in the brain (Lang noted that anxiety does not reflect some single entity in the brain that can be manipulated), drug discovery work has often treated anxiety as a singular central state that could be pharmaceutically controlled and assumed that the effects of the treatment could be measured by behavioral and physiological responses. And because the central state was, for many, a physiological one, rather than a conscious feeling, efforts to find drugs that would alter the central state could be pursued through animal studies without having to wrestle with the consciousness problem. Recall Jeffrey Gray’s notion of anxiety as a central state of behavioral inhibition, which was very influential in drug discovery research.


  But here’s the problem: The central state itself is never actually measured in such research—it is simply assumed to exist. Then a further assumption, even more troubling, is made: The central physiological state of anxiety, though viewed as a way of studying anxiety without having to solve the problem of consciousness in animals, is assumed to be one and the same as the conscious feeling of anxiety. Therefore, drugs that reduce behavioral or physiological responses thought to be indicative of the central state should make rats or mice—and, by implication, people—feel less anxious. It is in fact common for researchers to describe animals as being made less anxious by such drugs. To make the data of a drug study in animals relevant to human feelings, assumptions about what the data mean for animals are thus piled up, one on top of the other, and then further assumptions about humans are piled on top of these. This conflation of implicit processes that nonconsciously detect threats and control responses in the brain and body with processes that give rise to conscious feelings is bound to lead to disappointing results, which, in spite of a tremendous amount of money, effort, and time, is exactly what happened in drug discovery studies.23


  Anxiolytics, drugs that help reduce anxiety, have been discovered, and help some people feel less anxious, at least to some extent. But the fact remains that current medications are not really viewed as ideal by either the treatment community or those taking the drugs. I maintain that part of the problem is the conceptual foundation of the research and its influence on the way drugs have been used in treatment. Before turning to these issues, though, let’s look at anxiolytic drug discovery research in more depth.


  SEARCHING FOR ANXIOLYTICS


  Psychoactive drugs are believed to change behavior, physiology, thoughts, and feelings by altering the neurochemistry of the brain. This approach to treatment took off in the 1950s with the discovery of medications that help people with schizophrenia and depression.24 These drugs were found mainly to affect monoamine neurotransmitters (dopamine in schizophrenia; norepinephrine in depression) and led to the chemical imbalance hypothesis that still dominates today.25 In this view, mental illness is due to a disruption in the balance of neurotransmitters in the brain, so restoring this balance should restore mental health.


  I summarized the history of antianxiety treatments in Synaptic Self. Scott Stossel’s My Age of Anxiety26 and Elliot Valenstein’s Blaming the Brain27 also have insightful comments on this history. I will highlight only a few key points most relevant here.


  Until the development of pharmaceuticals, alcohol was the most commonly used anxiolytic. In the middle of the twentieth century, barbiturates and mepobromate became the first prescription drugs to be used to treat anxiety but were found to be highly sedating and addictive. In the 1960s they were replaced by a new drug class, benzodiazepines, which include Valium, Librium, Klonopin, and Xanax. In contrast to medications for schizophrenia and depression, benzodiazepines do not involve monoamine transmission but, instead, the inhibitory transmitter GABA (gamma-aminobutyric acid). Specifically, benzodiazepines have a special binding site on the GABA receptor, and when they occupy that site, GABA inhibition increases, reducing the ability of the affected circuits to process information.28


  For decades benzodiazepines have been the most widely prescribed medications in the United States, and the number of prescriptions continues to rise.29 Unlike many other psychiatric drugs, benzodiazepines act quickly after a single dose, which makes it possible to get a bit of relief on an as-needed basis. These drugs came to be used not only by people with a psychiatric diagnosis of anxiety, but by those who just wanted to feel a little less anxious. But benzodiazepines also have unwanted side effects, including sedation and muscle relaxation, memory impairment, and the potential for addiction, and withdrawal symptoms when discontinued.
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  The early success in the pharmaceutical treatment of schizophrenia, depression, and anxiety led to great enthusiasm for studies of the chemistry of the brain in relation to mental illness. The treatments available were somewhat helpful but not ideal. Could a concerted effort in drug discovery find the magic bullet for these conditions? This idea caught on. In the 1960s, federal funding became available for studies of the neurotransmitter basis of mental illness, and major pharmaceutical companies created CNS (central nervous system) divisions to develop new drugs for psychiatric treatment. Animal models began to be used to screen drugs for antianxiety properties in the hope of finding drugs with more clinical efficacy and fewer side effects.30


  In a typical study, rats or mice are put through one or more behavioral tests in which they face some sort of challenging, often threatening, situation (some examples are shown in Figure 9.1). These involve electric shock; being in an open, unprotected area; exposure to cues related to a predator; encountering a situation of motivational conflict; or being placed alone with an unknown fellow species member. Drugs that enhance the animal’s ability to deal with the situation are viewed as having anxiolytic properties.


  In the literature today, there are more than one hundred behavioral tests used to model human anxiety in animals, and most of these focus on generalized anxiety.31 But new treatments have, for the most part, become available as the result of coincidental observations, often about the effects of other drugs in people rather than from specific research testing hypotheses about anxiolytics in animals.32


  For example, because certain antidepressant drugs, such as the tricyclic antidepressants (e.g., Tofranil) and monoamine oxidase inhibitors (e.g., Nardil), were also found to have anxiolytic effects in people, anxiolytic properties of the newer and better-tolerated antidepressants called selective serotonin reuptake inhibitors (SSRIs) were tested as well. SSRIs, which include drugs like Prozac and Zoloft, did turn out to be useful for some anxiety disorders but had their own problems as a treatment solution (slow onset, gastrointestinal and other physical symptoms, and also tolerance and withdrawal). Other antidepressant medications that affect serotonin receptors (specifically, the 5HT1A receptor), or that alter norepinephrine levels (e.g., selective norepinephrine reuptake inhibitors, or SNRIs) are also somewhat useful for some people with anxiety. Again, these were not new drugs discovered through research but rather a new use for existing drugs.


  Today anxiety is most often treated first with psychotherapy, and if drugs are used the most common choices are still benzodiazepines or SSRIs, or other drugs that target monoamine (serotonin or norepinephrine) systems. Things have not changed much in spite of years of research. Table 9.1 lists drugs typically recommended for different conditions.
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  Figure 9.1: Behavioral Tasks Commonly Used to Test the Anxiolytic Effects of Drugs.


  Anxiolytic drugs are screened by their ability to make animals more inclined to spend time in brightly lit, open, unprotected areas (elevated plus maze, open-field, light/dark, passive avoidance), freeze less to stimuli that predict shock (threat conditioning), interact more with other species members (social interaction test), and be more willing to undergo distress (shock) to receive a reward (Vogel and Geller-Seifter conflict tests).


  FROM GRIEBEL AND HOLMES (2013), ADAPTED WITH PERMISSION FROM MACMILLAN PUBLISHERS LTD: NATURE REVIEWS DRUG DISCOVERY (VOL. 12, PP. 667–87), © 2013.


  Drug discovery research continues. Because benzodiazepines act via GABA receptors, much attention has focused on other ways to alter GABA transmission and perhaps make the drugs more effective and tolerable. Because SSRIs act via serotonin, efforts continue to find new drugs that alter this system. Norepinephrine continues to be a popular target for efficacy improvement as well. Calcium channel modulators are used for some conditions, and research on these is ongoing. The excitatory transmitter glutamate has been studied, as have drugs that change hormone or peptide levels in the brain. For example, one promising target is the peptide oxytocin, which has been reported to reduce anxiety, promote affiliation, attachment, and affection,33 and facilitate extinction of threat conditioning.34 Although the jury is still out,35 a recent study shows that treatment of GAD patients with oxytocin resulted in lower levels of anxiety and stronger connectivity between the medial prefrontal cortex and amygdala, suggesting enhanced cortical control of amygdala activity.36 Another target is the endocannabinoid system, one of the newer neurotransmitter systems to be discovered. It involves a lipid molecule, called anandamide, that bind to specific receptors and has been implicated in a variety of behaviors in animals, most notably extinction of threat responses.37 Cannabinoid receptors also bind marijuana, Cannabis, and contribute to its psychoactive properties. As with some other drugs with anxiolytic properties, cannabinoids interact with GABA to achieve their effects. The endocannabinoid system has also been implicated in anxiety disorders.38


  Table 9.1: Drug Classes Recommended for Treatment of DSM-IV Anxiety Disorders*
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  WHAT’S THE PROBLEM WITH ANTIANXIETY DRUG RESEARCH?


  Much has been written about the failures of anxiolytic drug discovery. I will summarize some of the main criticisms here.39


  One major problem is that the behavioral approach used in antianxiety research typically only assesses a temporary condition elicited by a threat or other challenge. Such passing episodes connected to a specific stimulus are called examples of state anxiety. Anxious people typically have what is called trait anxiety,40 which is a chronic condition they want to be rid of. Putting a random group of rats through a test in which a momentary defensive response is elicited is somewhat useful but has limits. For some tests, the same animal can show strong responses one day and weak responses the next. Also, the strength of the response can vary across multiple tests. Compounding the problem is the fact that in most studies the animals are not selected because they exhibit especially high levels of anxiety-like behaviors but are randomly chosen from the existing supply in the colony. One consequence of trait anxiety in people is that trigger stimuli are more effective at inducing strong state anxiety.41 Unless the rats also have a chronic condition, tests will not be especially informative about pathological trait anxiety.


  To surmount the problem of testing temporary states in relatively normal animals, researchers have used several strategies. One is to expose the animals to stressors for some time prior to testing in an effort to get them to develop a more chronic condition, and maybe even a pathological one. Another alternative is to use animals with genetically modified brains that might capture some features of pathological anxiety.42 Animals have also been selectively bred to perform strongly or weakly on behavioral tests viewed as anxiety assays. One can also simply take advantage of individual differences between animals. For example, in our studies of Pavlovian threat conditioning, we have found that randomly selected rats show a wide range of conditioned freezing responses.43 Studying those rats that exhibit exaggerated defense responses in such tests might be a productive approach.


  Another problem is that often the behavioral tests that are used are selected because past studies have shown that drugs known to be anxiolytic in humans (most often benzodiazepines) weaken the behavioral response in the tests. The behavioral tasks are then used to test other drugs for antianxiety properties. But this turns out to be useful mainly in finding more benzodiazepine-like drugs, because tasks sensitive to benzodiazepines are not necessarily sensitive to other known anxiolytics.44 Novel anxiolytics that work in a different and perhaps more effective way are not likely to be identified with this kind of strategy.


  Yet another problem is that drugs are usually administered to animals once for a given test. This is useful when studying benzodiazepines, which, within an hour of the first dose, can have positive effects in people. But many psychiatric drugs take weeks to achieve a therapeutic effect. This may explain why, in the majority of animal studies that use a single SSRI treatment, the drug has no effect or may even increase defensive and risk assessment behaviors. For example, in studies of the effects of SSRIs on threat conditioning, we in fact found that a single treatment increased freezing to a tone paired with shock—an effect that would typically be called anxiogenic (anxiety producing) in the literature. But when the rats were given twenty-one days of treatment, they froze much less.45 This is consistent with the fact that in people there is often an initial period of anxiety/agitation/depression that precedes any therapeutic effect, with the latter requiring two to three weeks of treatment. Testing drugs after a single dose makes the drug screening process easier but ultimately compromises what can be learned.


  Gender is another significant factor: Women are far more likely than men to develop anxiety disorders,46 but animal models focus mainly on males, a situation that is true of animal research in general.47 (Ignoring gender has always been recognized as problematic, but accounting for it increases the number of animals needed for each study and adds complications to the design; although this needs to change, the funding has to be available to accommodate the change.)


  Although the results of all this work have not lived up to the hopes, this by no means should be taken to mean that it was useless. Research is a process of learning from mistakes and false starts. Some of the problems mentioned would not have been identified had the work not been done. Clearly, some simple fixes can help make future studies more useful. For example, efforts could focus more on the effects of chronic rather than acute pharmaceutical treatments in both male and female subjects that exhibit exaggerated behavioral responses on the tasks used. Measures could be repeated on multiple days to assess reliability. Multiple tasks could be used that are known to give reliable responses and that are thought to be valid measures of the behavior in question. Finally, one might also require an additional standard. In the 1980s, Jeffrey Gray proposed that studies of anxiety in animals should use behavioral tests that are sensitive to multiple classes of drugs known to be anxiolytic in humans.48 The assumption was that the brain system underlying the common effect of multiple antianxiety drugs on behavior would be the anxiety system. At the time, the drug options were different from those today, as we currently have more options. It could be of interest to revisit Gray’s suggestion with contemporary drugs and determine whether they overlap in terms of anatomical, cellular, molecular, and/or genetic factors. If so, this might be a way to search for new pharmaceutical options for treating behavioral aspects of anxiety.


  Even if all the corrections described above were made, though, there would still be a problem. As described later in this chapter, it’s a conceptual problem.


  LOOKING FOR ANXIOUS GENES


  Alongside drug research, effort has been directed to finding a genetic basis for psychiatric disorders. If faulty genes could be identified, drugs that compensate for the malfunctioning genes might be useful in treatment.


  The search for anxious genes proceeds on two fronts. I mentioned earlier efforts using selective breeding or gene targeting to produce animals that show anxiety-like behaviors. The other approach is to search for genes that correlate with anxiety symptoms in people with these disorders. If anxious genes can be identified in people, they can in turn be targeted in animals, which will, in principle, make it possible to conduct mechanistic studies of the malfunctioning of those genes in the genesis of pathological anxiety.


  We don’t need scientific evidence to tell us that some people are more anxious than others, and anecdotal evidence also suggests that nervousness runs in families. The latter suggests that individual differences in anxiety may have a genetic component, which is supported by studies that have shown that anxious tendencies in early life tend to be carried into adulthood, as though anxiety were a stable (and therefore perhaps genetically inherited) characteristic of the individual.49


  The traditional approach to relating genes to psychiatric disorders starts with comparing the trait in question in people with similar and different genetic backgrounds. Such studies are most powerful when comparisons are made between identical and fraternal twins raised together, and between identical twins raised apart. Because identical twins have identical genes but fraternal twins do not, such studies allow the estimation of the influence of genetic versus nongenetic (especially environmental) factors on a given trait. For example, twin studies of anxiety have revealed that genetic factors account for roughly 30 percent to 50 percent of an individual’s tendency to be generally anxious or to have a specific anxiety disorder.50 Once a genetic component has been established, the search for the genes involved can begin. This is a time-consuming and complex process that has recently been greatly facilitated by the information obtained by the Human Genome Project.51


  The success of genetic studies in neurological diseases, such as Huntington’s disease, the familial form of Parkinson’s disease, and a few others, led to hopes that similar advances could be made for psychiatric conditions. But unlike these neurological diseases, psychiatric disorders are not inherited following the simple laws of Mendelian genetics, in which traits are controlled by a single gene and result in a few standard inheritance patterns of being dominant or recessive.52 Heritability in psychiatric disorders typically involves complex inheritance patterns controlled by multiple genes that interact with environmental factors to produce their results.


  With the rise of molecular genetics, it has become possible to search for possible changes (mutations, polymorphisms) in target genes. Much effort has gone into investigating variations in genes that contribute to serotonin transmission, because serotonin-related drugs have antidepressant and anxiolytic properties. This assumes, however, that the treatment mechanism is the same mechanism that gives rise to the disorder.53 Although this is consistent with the old chemical imbalance hypothesis, it is not a conclusion that should simply be accepted without careful assessment. Nevertheless, studies of the genetic control of serotonin have found interesting results. For example, people with a certain variant (polymorphism) of a gene controlling a protein involved in serotonin transmission are more reactive to threatening stimuli, and this hyperreactivity is associated with increased amygdala activity during the threat.54 Further, it has been reported that this variant of the gene can account for 7 percent to 9 percent of the inheritance of anxiety.55


  Recent studies grabbing lots of attention involve a polymorphism of the gene for an enzyme that breaks down anandamide. As we’ve seen, it is a naturally occurring substance in the brain that binds to endocannabinoid receptors, and mice lacking the receptor fail to extinguish. Further, animals and people with a gene variant that results in less of the enzyme, and thus more anandamide, exhibit less “anxiety-like” behavior and increased functional connectivity between the prefrontal cortex and the amygdala.56 Though the authors describe the results in terms of “anxiety-like” behavior, writing in the New York Times Sunday Review psychiatrist Richard Friedman summarizes the work in an article titled “The Feel Good Gene.”57 This is yet another example of how research on behavior is freely generalized to conscious feelings, which I believe is inappropriate for several reasons. First, the key data in the study are behavioral; although the study reports changes in self-report of anxiety in a figure, these differences are very small and not mentioned in the text of the paper. Second, even if the gene variant biases people to feel less anxious, that is not the same as feeling good. Third, correlation is not causation, and there is no evidence that the gene is the cause of the slight reduction in anxiety. But, dopamine fans, don’t fret. The article goes on to also describe dopamine as giving rise to the “sense of pleasure.”


  Recently, much enthusiasm has been generated by the discovery of epigenetic mechanisms,58 which refers to the fact that the function of genes can be regulated by environmental influences. This doesn’t mean that the environment is mutating our DNA; rather, what is affected is how genes carry out their function—making proteins. Epigenetics is the brave new world of biology and has already provided new insights into the biology of processes that are important in anxiety, such as threat processing, risk taking, and stress, and other conditions, such as addiction and eating disorders, as well.59


  TAKING STOCK OF DRUG AND GENE STUDIES


  Elucidation of the role of drugs and genes in anxiety or other psychiatric disorders would constitute a major development. The way these drugs and genes act on the brain could then be pursued in detail in animal models in an effort to develop better treatments for humans. But this effort would only be as good as the conception of anxiety that underlies it.


  For example, if some set of genes that is correlated with uncontrolled feelings of anxiety is found in humans and then also discovered in rats and shown to affect their behavior in anxiety tests, that would surely make headlines, much like the story about anxious crayfish did (see Chapter 2). It would also likely lead to studies trying to find drugs that could normalize the behavioral performance, and then to studies that attempt to figure out where in the brain the circuits are that are affected by the maladaptive genes, and how these circuits contribute to the maladaptive behavior. But what would we have if we found this?


  We would certainly know something about the role of the genes in the function of the circuit and of the circuit in the behavior. But we would not necessarily have found the key to how anxious feelings arise. Three other considerations are important. First, the gene would have to be shown to have a causal role in anxious feeling in the human brain and not simply be correlated with anxiety. Second, the causal effect would have to be shown to be direct and not due instead to an effect such as revving up survival circuit activity and/or inducing a hyperactive defensive motivational state, both of which could indirectly contribute to anxious feelings. Third, and perhaps most important, unless the rat brain can be shown to have the capacity for autonoetic consciousness, the studies would not tell us how the genes contribute to the feeling of uncontrollable dread that consumes the pathologically anxious human mind.


  DIAGNOSTIC CATEGORIES


  When researchers attempt to understand the pharmacological, neural circuit, cellular, molecular, and/or genetic basis of a DSM-defined psychiatric disorder, they accept the idea that the disorder, as so defined, is a biological entity that can be related to a specific mechanism and treated by altering the function of the disordered mechanism. The researchers thus assemble a sample of people with a given diagnosis—say, PTSD or panic disorder—and then attempt to relate the severity of their symptoms to brain function or to genes, and to assess the effects of drugs in improving the symptoms. Because the diagnosis is assumed to be biologically meaningful, one simply has to pinpoint the dysfunctional mechanism in order to figure out how to treat it.


  This point of view has come under attack from social scientists Allan Horwitz and Jerome Wakefield. In their 2012 book All We Have to Fear: Psychiatry’s Transformation of Natural Anxieties into Mental Disorders,60 they argue that anxiety is often a normal response of the brain to the typical challenges that life presents rather than a pathological state. Thus, fear of heights and snakes, fear of being judged by others, and fear of being reminded of past trauma reflect the operation of a fear system in the brain that is functioning as it was genetically designed to and do not represent disorders that need medical drug treatment. In a review of the book, Ken Kendler, a leading geneticist who studies anxiety, praises its efforts to redefine the boundaries of disorders but thinks its authors fail to appreciate the significance of the fact that sometimes our genetic endowment is out of sync with the present environment.61 He notes, for example, that in the “age of McDonald’s” our fat storage system is responding to the environment in its genetically programmed way, but the result is an epidemic of type 2 diabetes. Do we, then, really want to argue that “individuals with type 2 diabetes are not disordered and hence should not be eligible for insurance coverage because their metabolism is doing what it was evolved to do”?


  But the DSM approach has not just been the target of criticism by social scientists. It has also come under attack from biologically oriented psychiatrists. Tom Insel, director of the National Institute of Mental Health (NIMH), the Vatican of biological psychiatry, has been a particularly vocal critic. He points out that in other fields of medicine, early descriptive diagnoses that are not based on an understanding of the pathological biology have often run into trouble.62 Disorders may seem unitary, but as more is learned about biology they turn out to be heterogeneous. This is the case, he argues, with mental and behavioral problems:


  Diagnostic categories based on clinical consensus fail to align with findings emerging from clinical neuroscience and genetics. The boundaries of these categories have not been predictive of treatment response. And, perhaps most important, these categories, based upon presenting signs and symptoms, may not capture the underlying mechanisms of dysfunction.


  Let’s dig deeper into the problem by considering how a patient typically receives a diagnosis. On the basis of the person’s response to a series of questions (verbal self-report), a determination is made as to how many symptoms of a certain type he has. For example, in order to qualify as having PTSD under DSM-IV, a person must have one of five reexperiencing (recurrent memory) symptoms, three of seven avoidance/numbing symptoms, and two of five hyperarousal symptoms. My colleague Isaac Galatzer-Levy calculated that this means that there are more than 70,000 permutations under which one can be diagnosed to have PTSD under DSM-IV (and over 600,000 under DSM-5 because it lists even more potential symptoms that can be combined).63 Further, because there are a large number of symptoms of PTSD, but also rigid rules about specific symptom requirements in multiple domains, one individual with the right combination of six symptoms may be diagnosed with the disorder, whereas someone who has eighteen symptoms of PTSD that do not meet the specific rules of symptom combination for diagnosis would be considered healthy.64


  The DSM system does not identify a single disorder but a range of factors that may well depend on different brain systems (threat processing, attention, memory, arousal, avoidance, etc.). This does not mean that there are no consistent biological dysfunctions in mental and behavioral problems, but rather that the dysfunctions may not be categorized in a biologically meaningful way by the DSM approach.


  DSM categories clearly have proved useful to some extent.65 They provide a common language for clinicians and researchers that can be used to assess symptoms across cultures. The DSM system also offers broad guidelines for treatment that are somewhat effective. At the same time, patients don’t always fall neatly into one of the DSM categories, and a large proportion end up with multiple diagnoses. (Most people with major depression, for example, also have generalized anxiety.) The latter could indicate that one condition is a risk factor for the other, that the diagnosis makes a distinction between conditions that are effectively the same, or that the diagnostic categories are just wrong.


  Clinicians acknowledge that the DSM system is not perfect. A number of therapists with whom I’ve spoken agree that the categories should be considered rough guides that seldom truly capture a given individual’s problems. Further, they say, using labels runs the risk of causing the therapist, family members, or social relations to make unwarranted suppositions about the person’s condition and/or cause the person to start acting or feeling a certain way once he or she is so labeled. Nevertheless, in order to be reimbursed by insurers, therapists are required to use the labels provided by the DSM system; benefits to veterans are likewise often dependent on these diagnostic labels.


  It should be noted that it was not the intent of the people who devised the DSM categories to provide a roadmap for brain researchers.66 It’s hard enough to understand the brain when we make a concerted effort to do so; we shouldn’t expect that the DSM creators, seeking ways to organize diagnoses for the purpose of treating problems but not being especially focused on or knowledgeable about the brain, would have somehow come up with categories that accurately reflect the fundamental biological organization of the brain.


  RESEARCH DOMAIN CRITERIA


  In 2007 Steve Hyman, former director of the National Institute of Mental Health, noted:


  Although the central role of the brain in [mental] disorders is no longer in doubt, the identification of the precise neural abnormalities that underlie the different mental disorders has stubbornly defied investigative efforts.67


  Hyman goes on to argue that part of the problem is that early on in the DSM history, a fairly arbitrary decision was made to split symptoms to establish many categories of disorders rather than grouping them into a smaller number of conditions. He also questioned the DSM view of disorders as qualitatively different from a state of well-being and instead suggested that mental disorders might be better viewed as involving traits that are on a continuum with the “normal” state. Thus, changes in the way the function of one or more neural circuits is altered in an individual might lead to deviations from normal.


  The NIMH, under Insel, followed Hyman’s lead. In 2010 the agency outlined a new approach to research on psychiatric disorders. Its Research Domain Criteria (RDoC) project rests on three concepts:68


  1. Mental and behavioral problems are brain problems.


  2. The tools of neuroscience can identify the brain dysfunctions underlying behavioral and mental problems.


  3. Biological markers of the brain dysfunctions can be discovered and be used to guide diagnosis and treatment of mental and behavioral problems.


  The basic concept underlying these criteria is that a problem like anxiety or depression does not emerge from a core depression or anxiety system in the brain. Rather, mental and behavioral problems reflect changes in specific brain mechanisms that operate at different levels and that perform basic psychological and behavioral functions. Blair Simpson, a leading anxiety researcher, summarized the RDoC approach69 as a framework that specifies psychological constructs within key neural domains and delineates different units of analysis that pertain to these constructs, independent of traditional diagnostic categories. As shown in Table 9.2, the psychological constructs fall under five broad functional domains or systems: negative valence systems (e.g., threat processing), positive valence systems (reward processing), cognitive systems (e.g., attention, perception, memory, working memory, executive function), arousal and regulatory systems (e.g., brain arousal, circadian rhythm, motivation), and social processing systems (e.g., attachment, separation). For each domain, data from a set of objective measurements at a different level of analysis (genetic, molecular, cellular, physiological, systems, behavioral, introspective self-report, etc.) are to be supplied on the basis of either existing or future research. Each of the five domains includes several lower-order factors for which the measurements would also be obtained. For example, under negative valence are circuits involved in acute threat, future threat, and sustained threat, among others.


  Table 9.2: Research Domain Criteria: The RDoC Matrix


  [image: Image]


  The RDoC approach promoted by the NIMH is well suited to guiding research on basic mechanisms, many of which can be studied similarly in animals and humans.70 Because particular types of symptoms and signs (self-reported feelings of fear and anxiety, hyperarousal, enhanced attention to threats, diminished safety detection, excessive avoidance and risk assessment, etc.) depend on particular circuits, they may well be vulnerable to specific predisposing factors. Different symptoms may also be treatable with different approaches that target the underlying circuits. Thus, identifying circuits underlying specific cognitive and behavioral processes that malfunction in relation to various symptoms offers a novel approach to understanding and treating anxiety and other mental and behavioral problems.


  The RDoC model can’t immediately replace the DSM system. It will take time to compile enough information to offer new ways to categorize mental and behavioral problems. However, existing data show how this might be effected. For example, symptom grouping seems required because amygdala-based threat-processing circuitry has been implicated in most if not all anxiety disorders71 as well as in schizophrenia, depression, borderline personality disorder, autism spectrum disorders, and other conditions.72 But given that the categories are not likely to go away anytime soon, we can provisionally improve things by splitting current categories on the basis of research data: For example, different processes (RDoC dimensions) are altered in PTSD caused by single versus multiple trauma episodes.73


  Recall from Chapter 5 that six processes characterize people who suffer from anxiety, regardless of their particular disorder:74 (1) increased attention to threats; (2) failure to discriminate threat and safety; (3) increased avoidance; (4) heightened reactivity to unpredictable threats; (5) overestimation of threat significance and likelihood; and (6) maladaptive behavioral and cognitive control. Circuits involving the amygdala, nucleus accumbens, bed nucleus of the stria terminalis, lateral prefrontal cortex, ventromedial prefrontal cortex, orbitofrontal cortex, anterior cingulate cortex, hippocampus, insula cortex, and arousal systems contribute to these processes. Of great interest would be comparisons of the involvement of the processes and the specific circuits and molecular mechanisms underlying each of them across anxiety disorders, and also between anxiety disorders and other mental disorders in which increased anxiety is a factor (e.g., depression, schizophrenia, autism).


  Unlike DSM-guided drug discovery, which has often succeeded through accident, the RDoC approach allows facts about the brain to suggest how a given problem should be understood, researched, and treated. This leads to a far more complex view of anxiety and challenges the simple idea that there might be a magic pharmaceutical bullet that can solve the problem. Although the RDoC approach adds complexity to the therapeutic challenge, when considered in light of the views I have developed in this book it also helps explain why current treatments are not more successful.


  Drugs that are developed by testing their effects on defensive reactions (freezing and accompanying physiological responses) and actions (avoidance) are essentially targeting defensive survival circuits and defensive motivational states and thus only indirectly change anxious feelings. This is likely why, after treatment, people may be less physiologically aroused by threats and less prone to avoid stressful situations but still feel anxious. It is no small achievement to be able to change the way survival circuits operate and contribute to behavioral reactions, physiological responses, and actions. But in order to end up with drugs that specifically make people feel less anxious by directly changing feeling, brain systems that make conscious feelings would have to be targeted.


  Benzodiazepines are an interesting case. They do make people feel subjectively less anxious, and also affect animal behavior in certain “anxiety” tests. But before concluding that these drugs make rats feel less anxious, and therefore that drugs that affect behavior in anxiety tests can be expected to make people feel less anxious, we need to consider the benzodiazepines further. This class of drugs did not result from drug discovery research in animals but from findings in humans. Their receptors are components of GABA receptors, and activation of these receptors increases inhibition. This has profound effects on neural activity in the brain, producing widespread and often nonspecific effects like sedation. But let’s ignore the general effects of increased inhibitory drive and just focus on the role of inhibition in functions relevant to anxiety. In the bed nucleus and hippocampus, increased inhibition reduces risk assessment behavior in situations of uncertainty; in the hippocampus, they also impair memory, which may reduce the impact of past dangerous situations and further reduce risk perception. Benzodiazepine receptors are also present in the prefrontal cortex, and in the human brain changes in benzodiazepine receptor function occur in areas involved in working memory, attention, and consciousness in people with anxiety disorders.75 Thus, effects of benzoidazepines on defensive behavior and subjective feelings of anxiety may well depend on the fact that the receptors are present in both working memory circuits and threat processing/risk assessment circuits. Consequently, we can’t simply assume that because a drug has an effect on “anxiety-like” behavior in animals that it will also affect feelings of anxiety in people unless, like benzodiazepines, the drug affects circuits underlying both kinds of processes. Animal behavior tests are excellent tools for exploring effect on risk assessment, but human studies are required to determine effects on subjective well-being. As we’ve seen repeatedly, these two effects do not necessarily go hand in hand.


  Evaluation of treatment effects thus needs to be based on realistic expectations about what treatments do, and this depends on an understanding of the brain mechanisms that underlie the tasks that are used to make the assessment. Anxiolytic drugs that are judged to be only somewhat successful, or even unsuccessful, because they don’t do a great job of making people feel less anxious may actually be doing as much as they can reasonably be expected to do given that they are based on studies that measure survival circuit activity in animals rather than feelings in people. I am not saying that people don’t sometimes feel better with drug treatment. The issue instead is whether better outcomes might be achieved if we recognized the difference between treatments that affect implicit and explicit processes in the brain.


  PUTTING CONSCIOUS EXPERIENCE FRONT AND CENTER IN THE SCIENCE OF ANXIETY


  As I have argued, the essence of anxiety is the unpleasant feeling—the apprehension, dread, angst, and worry—that one experiences when one perceives a lack of control in situations of uncertainty and risk. It is a by-product of our unique ability to envision our future self and especially to anticipate unpleasant, or even catastrophic, scenarios regardless of their likelihood.76 Earlier in the chapter, I quoted Menand’s restatement of Kierkegaard: Anxiety is the price humans pay for freedom. My restatement of Kierkegaard and Menand is that anxiety is the price humans pay for autonoetic consciousness.


  The conscious experience of anxiety is the anxious individual’s point of contact with the altered brain functions that are causing problems. It is also what often leads him to seek help and is what he reports on when being diagnosed or treated. Clinicians spend their time interacting with the conscious minds, including the conscious feelings, of their clients and thus know that consciousness is critical. A person’s troubles may stem from deep down, but consciousness, via verbal self-report, is the main vehicle by which to assess what the person is thinking and feeling.


  Some scientists have avoided consciousness in conceptualizing fear and anxiety. This puts a gap between scientific research and the actual problem of understanding feelings of fear and anxiety. Others go too far in the other direction, assuming that behavioral tests in animals directly reveal mechanisms of conscious anxiety. This connects the wrong brain mechanisms to fear and anxiety and causes interpretative problems in understanding the implications of the research. Still others, while avoiding consciousness in conceptualizing their research, have called upon conscious feelings when interpreting their behavioral data from animals. This, too, causes confusion when the implications of the work are considered.


  As discussed in earlier chapters, much progress has been made in the science of human consciousness in recent years through studies of humans, in which it is possible to clearly separate conscious and nonconscious processes and understand their distinct contributions to mental life. To be clear, conscious experience is still private. In spite of some claims, scientists haven’t figured out how to read the content of people’s minds with imaging machines. What has changed is that some of the component processes that contribute to conscious experiences have been identified—such as working memory, attention, monitoring, other executive functions, and long-term semantic (noetic) and episodic (autonoetic) memory.


  The RDoC approach provides a framework that could give the phenomenal experiences a more prominent role in the scientific picture of anxiety. It includes all the functions necessary to characterize global defensive motivational states (arousal, threat processing, risk assessment, avoidance, etc.), as well as functions that cognitively process signals related to these activities (sensory processing, long-term explicit memory, attention, working memory, monitoring, self-evaluation, verbal self-report, etc.). Unfortunately, it stops short of emphasizing the centrality of the phenomenal experience itself and instead focuses on the role of cognitive processes in information processing—leaving out the role of these processes in generating the content that constitutes the conscious experience of anxiety. It includes verbal self-report, but as just another level of analysis (refer to Table 9.2). All the other RDoC measures provide information about how various nonconscious ingredients contribute to feelings of anxiety but are not themselves measures of anxiety. The conscious experience of anxiety, the way it feels, is not just another level of analysis. It is what anxiety is.


  But not all conscious states are the same. There are many kinds of cognitive processes and representations that can give rise to conscious states. For example, anxious people worry about a potential negative event even if they also know that the event has a very low likelihood of occurring.77 Estimates of the likelihood of an event and worry about the event are different cognitions, and both involve conscious evaluations of the future;78 however, the facts about the likelihood of the event are not sufficient to short-circuit the worry. Also, you may know you are anxious but not know why. It is thus important to distinguish cognitions that contribute to the interpretation and naming of states happening to one’s self (I’m feeling anxious or afraid) from cognitions that attribute causes to such experienced states (my feeling is due to the situation I am in or a result of what happened to me in the past). Both are autonoetic states, but they are different. One is a felt experience, and the other is a speculation about the nature and origin of the felt experience. Such speculations can then feed anxious feelings.


  Often one does not know why one is anxious, and this uncertainty increases anxiety. Misattribution of the motivational cause of feelings or actions is a source of further anxiety, as it fails to adequately explain the state and results in cognitive dissonance.79 People are compelled to reduce such states by further attributions,80 which creates the opportunity for additional misattribution and anxiety. Attribution (interpretation) of experience is a key factor in creating the mental continuity of the conscious self,81 but it can also enable anxiety.


  FOUR WAYS TO BE ANXIOUS


  The ideas discussed in this and previous chapters attempt to bring phenomenal experience into a brain-based understanding of fear and anxiety. The key concepts are summarized below by considering four scenarios (Table 9.3).


  
    
      
        	
          Table 9.3: Four Ways to Be Anxious

        
      


      
        	
          1. In the presence of an existing or imminent external threat, you worry about the event and its implications for your physical and/or psychological well-being

        
      


      
        	
          2. When you notice body sensations, you worry about what they might mean for your physical and/or psychological well-being

        
      


      
        	
          3. Thoughts and memories may lead to you to worry about your physical and/or psychological well-being

        
      


      
        	
          4. Thoughts and memories may result in existential dread, such as worry about leading a meaningful life or the eventuality of death

        
      

    
  


  Scenario 1. When a threat signal occurs, it signifies either that danger is present or near in space and time or that it might be coming in the future. Nonconscious threat processing by the brain activates defensive survival circuits, resulting in changes in information processing in the brain, controlled in part by increases in arousal and behavioral and physiological responses in the body that then produce signals that feed back to the brain and complement the physiological changes there, intensifying them and extending their duration. Collectively, these give rise to a defensive motivational state. When the state itself, or components of it, grab attention and enter working memory, a representation of the experience is created. The representation includes not just the defensive motivational state information (including noticeable responses like rapid heartbeat and behavioral avoidance) but also information about external stimuli (the threat and other stimuli that are present) and memories about the semantic meaning of the stimuli and past episodic experiences with such stimuli. The result is a variant of the conscious feeling of fear or anxiety, depending on whether the initial threat signal is itself a clear and present danger or a warning about a potential future danger. But even if the threat is present, the feeling of fear quickly gives way to anxiety. These conscious feelings do not simply present themselves but have to be assembled via interpretation. Indeed, a leading contemporary theory assumes that conscious emotional feelings are psychological constructions in which schemas stored in memory are matched with present cues (brain arousal, body feedback, memories, etc.) in working memory to give rise to the experience.82


  Scenario 2. The trigger stimulus does not have to be an external stimulus but can be an internal one, as some people are particularly sensitive to body signals. The slightest twinge in the gut, or muscle spasm, is sufficient to trigger a health concern in those prone to hypochondria. People who suffer from panic attacks are especially attuned to body sensations. These sensations become conditioned triggers that activate (much like an external stimulus) the defensive circuit and have many of the same consequences. The cognitive biases of the person, based on past experiences stored as episodic and semantic memories in the form of schemas, are what cause him or her to worry about illness or the imminence of a panic attack when such symptoms occur and match stored schemas. Note that I am not proposing that conditioned sensations are causes of panic attacks but, instead, that these sensations initiate processes that lead to anxiety, dread, and worry that a panic attack might be coming and may therefore indirectly prime the brain in such a way as to lower the threshold for an attack. (For an excellent overview of a modern learning theory approach to panic disorders, see the paper by Mark Bouton, Susan Mineka, and David Barlow, who each come from a different background in psychology.83)


  Scenario 3. Anxiety can be triggered by thoughts and memories as well. We do not need to be in the presence of an external or internal stimulus to be anxious. An episodic memory of a past trauma or of a panic attack in the past is sufficient to activate the defense circuit and produce all of the typical consequences, which then match with stored schemas to give rise to the feeling.


  Scenario 4. A thought or memory may also produce a different kind of anxiety, what is often called existential dread. Examples are the contemplation of whether one’s life has been meaningful, the inevitability of death, or the difficulty of making decisions that have moral value. These do not necessarily activate defensive systems; they are more or less pure forms of cognitive anxiety. If such contemplations become threatening, though, they can activate defensive circuits and give rise to the more typical form of anxiety associated with body tension and physiological arousal.


  Anxiety, in short, is a conscious feeling. It can arise in a bottom-up way, driven by activity in defensive circuits or from higher processes that conceptualize worry, either about an uncertain future or about existence itself. In each case, anxiety is, like fear, dependent on cortical processes that enable sensory information and memories, along with consequences of survival circuits activity, if present, to be represented in working memory and available for conscious thought.


  Anxiety (worry, dread, apprehension, trepidation, angst, and worry) involves a particular kind of conscious thought. It is all about the self. Yes, we worry about our loved ones, but it is because they are part of us. I’m not speaking here of the “blood is thicker than water,” “selfish gene,” or “maternal instinct” varieties of biological explanation. What I’m referring to is the type of bond that requires an episodic, autonoetic self, a self that can be projected into the future, a contemplation of what that future self will be like if bad things happen—not just to it but also to those the self cares about, whether they are biologically related or not, whether they are a person or a pet, whether they are known personally or only as an idol or hero, as these are all psychologically part of our extended self. In the words of William James, “a man’s Self is the sum total of all that he can call his, not only his body and his psychic powers, but his clothes and his house, his wife and children, his ancestors and friends, his reputation and works, his lands and horses, and yacht and bank-account. All these things give him the same emotions. If they wax and prosper, he feels triumphant; if they dwindle and die away, he feels cast down—not necessarily in the same degree for each thing, but in much the same way for all.”84





  


  CHAPTER 10


  CHANGING THE ANXIOUS BRAIN


  “Anxiety’s like a rocking chair. It gives you something to do, but it doesn’t get you very far.”


  —JODI PICOULT1


  How can one feel less afraid and worried? How can anxieties be made to disappear or at least come to be controlled so they are less debilitating?


  Mental and behavioral problems are most often treated with either psychotherapy or medication, and sometimes with a combination of the two. In the previous chapter I discussed the use of drugs to relieve fear and anxiety, and the difficulties involved in finding new and better pharmaceutical treatments. But the fact is that for many problems related to anxiety and fear, psychotherapy is a viable—and in fact the best—option. In this and the following chapter we will consider psychotherapy as a way to change the anxious brain.2 Although I am neither a therapist nor a physician and have had little experience inside a therapist’s office, I have learned some things about what goes on in the brain when organisms are threatened and will discuss the question of therapy from this perspective.3


  PSYCHOTHERAPEUTIC APPROACHES


  The American Psychological Association lists several categories of psychotherapy, including psychoanalytic and psychodynamic, humanistic, behavioral, and cognitive, as well as integrative and eclectic therapies, which are blends of two or more of the other approaches4 (Table 10.1). Classic psychodynamic treatments based on Freud’s psychoanalytic method use verbal free association and introspection to seek the root cause of mental and behavioral problems buried in repressed (unconscious) memories, especially of early trauma or socially unacceptable desires.5 Newer psychodynamic approaches tend to place more emphasis on insights into present interpersonal conflicts.6 Humanistic therapies (existential, Gestalt, and client-centered) help people make rational choices and realize their potential in life while showing care and concern for others.7 Behavior therapy assumes that many problems are due to learning and uses principles of Pavlovian and instrumental conditioning to change maladaptive behaviors.8 Particularly important in the behavioral treatment of fear and anxiety is the method of exposure, which was inspired by the principle of extinction and involves repeated encounters with objects or situations that make one anxious or afraid. Cognitive therapy is based on the assumption that dysfunctional cognitions (beliefs) underlie pathological emotional states (such as anxiety) and behaviors (such as avoidance).9 By changing these beliefs, the fears, anxieties, and behaviors associated with them can be changed as well. Cognitive-behavioral therapy combines cognitive interventions with methods that seek to reduce fear and anxiety through exposure to the threats. Acceptance and commitment therapy, a variant on cognitive therapy, attempts to teach people to accept rather than change their emotions and make decisions within the context of what they value, as opposed to letting negative feelings control their behavior.10 The various cognitive therapies are by far the most common psychotherapeutic approaches in use today.


  
    
      
        	
          Table 10.1: Some Common Types of Psychotherapy

        
      


      
        	
          Psychoanalysis and Psychodynamic Therapies

        
      


      
        	
          Humanistic Therapy

        
      


      
        	
          Behavior Therapy

        
      


      
        	
          Cognitive Therapy

        
      


      
        	
          Integrative/Eclectic Therapies

        
      


      
        	
          Alternative/Complementary Therapies

        
      


      
        	
          Based on http://www.apa.org/topics/therapy/psychotherapy-approaches.aspx

        
      

    
  


  There is growing interest in alternative approaches to the treatment of anxiety, though their effectiveness has not been evaluated in all cases. Mindfulness-based methods use relaxation, breathing exercises, meditation, yoga, and other techniques to focus on the present and reduce tension and worry.11 Although each of these can be used on its own to reduce stress and anxiety, they can also be incorporated into other psychotherapeutic approaches. For example, behavioral and cognitive therapies often include relaxation training, whereas acceptance and commitment cognitive therapy employ mindfulness and meditation.12 Hypnosis, one of the first methods used by Freud but later dismissed by him, is gaining popularity.13 Another approach, called eye movement desynchronization reprocessing (EMDR), uses visual stimuli to induce patterns of eye movements as part of a treatment that helps the client reprocess troubling events and acquire new coping skills.14


  PSYCHOTHERAPY AND THE BRAIN, CIRCA 2002


  In Synaptic Self I drew a broad distinction between therapies based on talk and those based on exposure therapy (Figure 10.1). I went on to argue that these approaches are fundamentally different because they depend on different brain circuits. Talk therapy requires conscious retrieval of memories and thinking about their origins and/or implications and thus depends on working memory circuits of the lateral prefrontal cortex. By contrast, therapies involving exposure depend on medial prefrontal areas that contribute to extinction, the process on which exposure is modeled. I suggested that the fact that the medial frontal areas connect with the amygdala, whereas the lateral areas do not, might account for why it is easier and faster to treat fears, phobias, and anxiety with exposure-based approaches (behavioral or cognitive-behavioral therapy) than with psychoanalytic or humanist approaches based on talk.
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  Figure 10.1: Psychotherapy and the Brain as Portrayed in Synaptic Self in 2002.


  In retrospect, this neural hypothesis got some things right but was overly simplistic in other respects. For example, working memory and its executive functions, such as attention and other cognitive control functions, involve both lateral and medial areas of the prefrontal cortex. And while the medial (but not lateral) prefrontal cortex is strongly connected with the amygdala, medial and lateral pre-frontal areas are also interconnected.15 Research on emotion regulation and reappraisal discussed in Chapter 8 illustrates the complex ways that these areas can affect amygdala activity. But more important, my idea that talk therapy depends on cognition and consciousness, but exposure therapy does not, was naïve. All forms of psychotherapy depend on verbal exchanges between the client and therapist and engage cognitive processes,16 including those that contribute to consciousness.


  For example, exposure therapy, whether conducted by pure behavioral therapists or cognitive behavior therapists, requires language for clients/patients to discuss their problems and concerns, to comprehend a treatment plan involving exposure, to process verbal instructions about how to deal with stress during exposure, and to acquire new coping skills and implement them during the session and also when feeling anxious or afraid later. Some behaviorists even argue that language is the most powerful way to change fearful and anxious behavior.17 All of these activities also involve working memory. Thus, like traditional psychotherapy, exposure therapy depends on talk and engages working memory circuits,18 including both lateral and medial prefrontal circuits and probably parietal ones as well.


  In the material that follows, I will explore exposure therapy in some detail to present a more accurate view of how it works. Although it is obviously not the only psychotherapeutic approach available to treat problems with fear and anxiety, it is the most effective and widely used treatment today.19 Because extinction is a key factor that enables exposure to help anxious people,20 and much progress has been made in understanding its neural basis, insights into how extinction works in the brain can be leveraged to understand why and how exposure helps people.21 But as we will see below, much more goes into exposure therapy than the stimulus repetition processes that induce extinction. And by separating the role of extinction from other processes that contribute to exposure, we can develop a more nuanced approach to what takes place in the brain when people are treated by encounters with the things about which they are fearful or anxious.


  Exposure is thus an excellent starting point if one wants to understand how psychotherapy works in the brain. This does not mean that I think therapy has to be understood in terms of neural processes in the brain, nor does it mean that I think that other therapeutic approaches lack value. I am simply focusing on exposure because of its connection to extinction, which we understand neuroscientifically.


  IN THE BEGINNING


  As the old saw goes, if you get thrown off a horse, the best way to get over your fear is to hop back in the saddle. The German poet Goethe, who suffered from fear of heights, figured this out.22 He would force himself to slowly ascend to the top of his local cathedral and then stand on a small platform overlooking the city with nothing to hold on to until his fear dissipated. He repeated this exercise often and was eventually able to go on enjoyable field trips to the mountains.


  It is generally accepted, at least by behavioral and cognitive therapists, that exposure is fairly effective in reducing fear and anxiety across a variety of disorders.23 Although exposure is most often thought of as a treatment for fears or anxieties about specific stimuli or situations (animals, heights, germs, tests, public speaking, social encounters, past traumas), it is, as I will explain later, also an important method for treating the excessive worry that typifies generalized anxiety.24


  Freud considered having his patients confront the objects or places they feared25 (Figure 10.2), but the use of the exposure approach did not become formalized as a treatment for fear and anxiety until much later. In the mid-twentieth century, behaviorist principles based on Pavlovian and instrumental conditioning began to be used to reconceptualize the dominant Freudian view of anxiety and its treatment.26 In contrast to dynamic therapies, which sought to reveal the root cause of adjustment problems, behavior therapies ignored the cause and attacked the symptoms.27


  Exposure therapy flowed naturally from the interpretation of anxiety championed in the mid-twentieth century by O. Hobart Mowrer and Neal Miller in their famous two-factor theory of avoidance behavior.28 As discussed in Chapter 3, Mowrer and Miller viewed avoidance learning as a combination of Pavlovian and instrumental conditioning. First, through Pavlovian conditioning, neutral stimuli acquire the ability to elicit fear, and then, through instrumental conditioning, responses are learned that enable escape and then avoidance of the fear-evoking situation. But if in the future the stimulus loses its predictive relation to harm, a person never has the opportunity to extinguish his fears, because successful avoidance prevents the harm from being experienced. To be rid of fear, the theory goes, one has to overcome habitual avoidance and be reexposed to the fear-arousing stimulus, experience the fear, and then learn, via extinction, that the stimulus is not really the portent of a harmful outcome. The logic of the Mowrer-Miller theory still contributes to the rationale for the use of exposure as a treatment for problems of fear and anxiety.29
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  Figure 10.2: If Freud Did Exposure.


  Thus, the basic idea underlying exposure therapy is that facing your fears will condition you, via extinction, to be less responsive to the trigger stimuli. If you are afraid of elevators, for example, a therapist can show you pictures of elevators and weaken your responses that way. Or the therapist might ask you to imagine being in an elevator and encourage you to not lose your concentration on that thought, because thinking about something else will allow you to mentally escape from your fears and worries and reduce the effects of the mental exposure. To add a more realistic element, the therapist might take you on elevator rides; by forcing you to stay on the elevator, avoidance is prevented and extinction can do its work. Once some success is achieved through initial exposures, the client is then given instructions on how to conduct the exposure alone, especially in daily life situations, in order to strengthen and maintain the beneficial effects of the exposure.


  The first form of psychotherapy explicitly based on exposure was systematic desensitization, introduced by Joseph Wolpe in the late 1950s.30 This approach used repeated gradual exposures to imagined threats accompanied by the use of relaxation exercises. A number of variants of exposure therapy emerged in the years that followed.31 Graded retraining also involves gradual exposure, but to real-life, anxiety-provoking situations rather than imagined stimuli.32 In contrast to gradual exposure approaches, flooding33 (also called implosive therapy) induces and maintains a high level of fear during imagined exposures, preventing escape and avoidance until fear levels dissipate. In some forms of implosive therapy, the therapist guides the imagined exposures in such a way as to ensure that a high level of fear is maintained. Prolonged exposure therapy, a variant of flooding, attempts to maintain a high level of fear arousal, but its key premise is that all aspects of fear, as defined by Lang’s three response systems (behavioral avoidance, physiological responses, and verbal behavior), have to be reduced in order for exposure to be effective.34 A different approach focuses on low levels of exposure to real-life threats in a highly structured situation and uses verbal reinforcement to motivate the individual to stay with the procedure even if it becomes somewhat stressful.35 Still other approaches use vicarious exposure through observation of social situations to reduce fear and anxiety.36 Virtual reality technologies are also used as a vehicle for exposure therapy in a semirealistic context.37


  On the whole, exposure approaches work fairly well, helping roughly 70 percent of those who are treated.38 Clearly, though, there is room for improvement, as discussed in the following chapter.


  THE COGNITIVE MAKEOVER OF EXPOSURE


  Exposure thus arose in behavior therapy as extinction plus muscle relaxation training, breathing exercises, and some cognitive support (such as instruction, verbal reinforcement, and/or social modeling). But with the rise of the cognitive movement in psychology, cognitive principles began to infiltrate theories of conditioning and extinction39 and also made their way into behavior therapies influenced by such theories. The result was that standard therapeutic procedures began to become more and more cognitively weighted.40 Cognitive therapy was the result.41


  Cognitive therapy essentially consumed behavior therapy from within, originally calling itself cognitive-behavior therapy.42 (The terms “cognitive-behavioral therapy” and “cognitive therapy” are essentially synonymous today.) Aaron Beck, the founder of cognitive-behavior therapy, argued that cognitive change is a prerequisite for sustainable emotional and behavioral change.43 Exposure was viewed as an adjunct to procedures that sought to alter the way people think about their problems rather than as a vehicle of change on its own. A cognitive therapist may choose to use approaches that include exposure as part of a cognitive change strategy or approaches weighted toward changing cognition without using exposure.


  When done today by cognitive therapists, exposure is somewhat different than that performed by early behaviorists. Although verbal exchanges and instruction are involved in both approaches, a change in cognitive (especially maladaptive) beliefs is crucial to the cognitive version. Thus, to the cognitive therapist, explicit cognition, working memory, and executive control processes are as important, if not more so, than extinction processes engaged by exposure.


  Donald Levis, a behavioral psychologist and anxiety theoretician, described the fundamental difference between cognitive and behavioral therapy in terms of scientific philosophy: Behavior therapy is committed to a focus on observable factors and avoids making reference to inner thoughts and feelings.44 Indeed, according to Beck, the key difference is that the cognitive therapist attempts to modify the mental content (maladaptive thoughts or beliefs) associated with emotional distress (feelings) or behavioral problems, whereas the behavior therapist tries to change the overt behaviors (such as avoidance responses) themselves.45


  For Beck, the goal of cognitive therapy is to change streams of negative thoughts based on core beliefs (or schemas) that give rise to automatic (nonconscious) maladaptive cognitive appraisals of situations and lead to feelings of anxiety and cognitive and behavioral avoidance. In order to eliminate negative emotions and avoidance and secure enduring therapeutic changes, Beck argues that it is necessary to identify and evaluate the maladaptive beliefs (some of which are unconscious) and replace them with more realistic thought patterns, which will result in healthier thinking, behaviors, and feelings.46


  In parallel with Beck, Albert Ellis developed a cognitive approach called rational emotive therapy.47 In Ellis’s ABC model, A is an antecedent stimulus (a noise), B is a belief (that the noise signifies danger), and C is the consequence (fearful feelings and avoidance responses). Because anxious people are predisposed to have beliefs that lead them to construe harmless things as dangerous, the therapist’s job is to help identify the beliefs that connect antecedent events to their consequences so that beliefs can be changed.


  David Clark, a leading cognitive therapist, calls maladaptive beliefs “catastrophic misinterpretations.”48 Writing with Beck, Clark notes that exposure therapy is useful as part of the therapeutic process because it enables a deeper activation of the threat schema and provides opportunities to disconfirm the catastrophic misinterpretations sustained by avoidance.49 Again, in this cognitive model, exposure is not the main vehicle of treatment but a method to get at beliefs that can then be disconfirmed.


  The work of Anke Ehlers and Clark can be used to illustrate how cognitive therapists view PTSD and its treatment.50 Ehlers and Clark assume that PTSD develops after a trauma if a person ends up appraising stimuli associated with the trauma as threatening in their present or future circumstances. If so, the stimuli will serve as triggers that end up producing memory distortions about threats and their consequences. This, in turn, leads to hyperarousal, intrusions of anxious thoughts into consciousness that can result in the reexperiencing of mental or physical symptoms that occurred in connection with the past trauma. The appraised threat also motivates cognitive and behavioral avoidance, which maintains the problems rather than reducing them (due to the prevention of exposure and extinction). The therapy thus starts by identifying negative appraisals, memories, trigger stimuli, and cognitive and behavioral factors that preserve symptoms. Then the therapist helps the client modify the excessive negative appraisals, elaborate the memories, discriminate triggers that lead to reexperiencing them, and eliminate cognitive and behavioral avoidance.


  The version of cognitive therapy called acceptance and commitment therapy takes a slightly different approach, focusing on thought acceptance, via mindfulness training, rather than thought or belief change, to counteract cognitive avoidance strategies.51 Although some view this as a new wave of cognitive method therapy, others regard it as simply an additional tool in the cognitive therapy arsenal.52


  Although maladaptive beliefs may become habitual and carried out automatically by nonconscious processes, the process of belief change engaged in cognitive therapy often involves explicit cognition and working memory. Several top-down cognitive tools are used.53 The therapist helps the person introspectively recognize the automatic thoughts and uncover the beliefs they reflect. Through a process of reevaluation, or reappraisal, the beliefs come to be seen from a different perspective. When exposure is involved, the client is strongly encouraged to test whether the pathological thoughts and behaviors being avoided are actually harmful. Relaxation and other stress-reduction techniques, as well as mindfulness training and thought acceptance, depend on also top-down processes because they are initiated by an intentional effort to control body physiology (relaxation) and mental states (mindfulness).


  Beck, as noted, asserted that cognitive change is a prerequisite to enduring behavioral change.54 But although cognitive change may be directed by explicit cognition—that is, by working memory and its executive functions—and may be part of conscious experience, as Beck also notes, nonconscious cognitions (automatic thoughts arising from nonconscious beliefs, or schemas) also need to be changed. In the field of social psychology, compelling evidence has demonstrated that nonconscious beliefs, known as biases, can have profound effects on thought and behavior.55 As discussed in the previous chapter, anxious people have biases for detecting and responding to threats and overvalue the significance of potential threats. These kinds of biases and valuations, even when processed unconsciously, can control behavior and influence conscious thought. Successful therapy thus involves changes in explicit (conscious) and implicit (nonconscious) cognition.


  DID COGNITIVE EXPOSURE THERAPY IMPROVE BEHAVIORAL EXPOSURE THERAPY?


  The infusion of cognitive ideas into behavior therapy reframed the purpose of exposure. It became less directed toward the extinction of conditioned responses by overcoming avoidance and more focused on cognitive change. Did this achieve anything?


  In 1987 the British fear expert Isaac Marks reviewed the literature and concluded that the various supplements that were added to simple exposure (including relaxation, breathing, changing of false beliefs about threats, etc.) were redundant—that exposure alone was sufficient.56 More recent findings confirmed this result.57 One might, therefore, be tempted to conclude that contrary to the principles of cognitive therapy, cognitive processes play no role in exposure therapy. But this would be the wrong inference.


  The cognitive-behavioral therapist Stefan Hofmann proposed that the addition of cognitive treatment to exposure does not add to the therapeutic effect because of cognitive overlap across the procedures.58 In other words, cognition is not just the basis of cognitive therapy but also contributes to exposure therapy and even to extinction. In particular, he argues that changes in cognitive expectations about the source of harm constitute a common currency that underlies extinction, exposure therapy, and cognitive therapy.


  To evaluate Hofmann’s hypothesis, we need to examine the role of cognition in extinction and exposure therapy more deeply. Specifically, we have to consider four questions. First, what is the nature of the cognitive functions that contribute to extinction? Second, to what degree do these cognitive functions overlap with the cognitive functions that contribute to exposure therapy? Third, to what degree do the therapeutic effects of exposure therapy depend on extinction (stimulus repetition) as opposed to the other therapeutic procedures that are also used (belief change, etc.)? And fourth, to what degree does the cognitive engagement in extinction and exposure therapy overlap with the cognitive processes that contribute to cognitive therapy that lacks an exposure component? Further, each of these questions has to be considered in light of the distinction between implicit cognition, which operates nonconsciously, and explicit cognition, which involves working memory and its executive functions and enables conscious awareness. Resolution of these issues will form the basis for a more sophisticated view of the neural underpinnings of psychotherapy than I achieved in Synaptic Self.


  COGNITION IN EXTINCTION


  Extinction in a laboratory setting is sometimes called experimental extinction and involves relatively pure stimulus repetitions for the purpose of scientific research as opposed to treating people with anxiety. When humans are the subjects of extinction studies, there is, of course, some instruction involved, but the procedure itself is mainly based on stimulus repetition; in studies of animals, it’s stimulus repetition all the way.


  When rats or people are being given stimulus repetitions in an extinction procedure, their brains are learning. Learning, including extinction learning, is a cognitive process, as it involves information processing to create internal representation of events.59 The difference between exposure and extinction is not, therefore, simply that one involves cognition and one does not. As Hofmann suggested, they both do. At the same time, although some of the cognitive processes may overlap between extinction and exposure therapy,60 others clearly differ, because there is more explicit cognition involved in the interaction between the therapist and client in exposure therapy than is typically the case when experimental participants simply undergo extinction procedures in the laboratory.


  Let’s revert to the language of conditioning to discuss the contribution of cognition to extinction. The simplest view of extinction is that the CS-US association acquired during Pavlovian threat conditioning is weakened when the CS no longer predicts the US. From the purely behaviorist point of view, all that is necessary for acquisition of threat conditioning is the co-occurrence of the CS with the US, and all that is required for extinction is the repeated presentation of the CS without the US.


  During the initial conditioning (CS-US pairing) the organism learns that the CS predicts the US; during extinction, it learns instead that the CS predicts the absence of the US (a “CS–no US” association is involved). In effect, as a result of extinction training, the CS comes to predict safety. For example, if you are shocked when you turn on a lamp because of a wiring defect in the switch, the lamp-shock association (a CS-US association) will cause you to avoid touching the lamp. Then, if after getting the lamp repaired you cautiously turn it on and find you are not shocked, you can proceed with abandon in using it. You’ve formed a new association—a “lamp–no shock” association (CS–no US association)—that overrides or suppresses the original association.61


  With the infusion of cognitive ideas into the study of learning and memory, predictions in terms of stimulus and responses came to be supplemented with cognitive mediators.62 Specifically, the occurrence of the CS came to be thought of as triggering a “representation” of the CS-US association, such that the occurrence of the CS led to an “expectation” of the US, and it was this expectation that caused the response. Then, during extinction, the expectation established during conditioning is replaced by a new one that indicates that the CS is now safe.


  For example, an influential psychological theory of conditioning by Robert Rescorla and Allan Wagner proposed that during conditioning the “surprising” (unexpected) outcome of a shock after a tone leads the brain to learn—that learning, in effect, occurs when new information is present.63 Because a seemingly meaningless event like a tone is not expected to have any bad event follow it, the occurrence of the shock violates this prediction and leads to learning of the tone-shock association. Then, in extinction, the absence of shock conflicts with the learned expectation, and this prediction error triggers new learning. Prediction errors have been shown to be a significant factor in a variety of forms of learning, including Pavlovian threat conditioning and extinction as well as in the reinforcement of new instrumental responses in both animals and humans.64


  In humans, when expectancies control behavior, it is common to regard predictions, beliefs, and decisions as explicit forms of conscious cognition. But as we’ve seen in previous chapters, research in animals and humans shows that behaviors that appear to be based on conscious beliefs and decisions can often be accounted for in terms of nonconscious information processing. Mark Bouton, arguably the leading expert in the study of extinction in animals, and a strong proponent of a cognitive view of extinction, views consciousness as irrelevant to extinction in animals.65 If he is right, and I think he is, why should we suppose that it is necessary to account for extinction in people? We can, of course, be conscious of the absence of the US when the CS alone occurs in the course of extinction. Although conscious awareness of the absence of the US when the CS occurs alone may well underlie changes in your conscious memory of the CS-US relation, it is unlikely to account for the creation of the implicit memory that suppresses defense responses in extinction. Explicit and implicit memories of the same situation are formed and stored separately. As noted in Chapter 8, conscious awareness of the CS-US relation is not necessary for conditioning and presumably is not needed for extinction, either.


  There is compelling evidence that interactions between the medial prefrontal cortex and the amygdala underlie threat extinction in animals66 and humans.67 The rat undergoing extinction freezes less to the CS because interactions between the medial prefrontal cortex and the amygdala change the ability of the CS to drive the lateral-to-central amygdala circuit and its outputs to PAG (the conditioning circuitry will be elaborated on in the next chapter). The rat is not freezing less because it is consciously thinking, Oh, the tone no longer predicts the shock, so I don’t need to freeze. Stimuli are evaluated for their threat significance by retrieving memories (expectations based on past learning), but these are implicit memories stored as associations (CS-US, CS–no US) within the amygdala and do not require working memory and executive control functions or the conscious content that these enable. Similarly, the reason that a person who has successfully undergone exposure therapy for spider phobia can now look at spiders in magazines is that, as a result of extinction, the sight of the spider has become less capable of flowing through amygdala circuits and activating defense responses. This is probably not all that is needed to treat the phobia (the person probably has beliefs about spiders that need to be dealt with so that they do not cognitively reinstate the extinguished responses). But extinction of the implicit memory of the threat as an activator of defense circuits is what underlies the extinction of behavioral responses to phobic stimuli.


  The fact that conscious decisions and the beliefs and values on which such decisions depend do not fully account for our reactions, actions, and habits does not mean that explicit, conscious thought plays no role in behavior, nor does it mean that changing explicit conscious thoughts is useless as an approach to therapy. It just means that implicit processes also play an important role, and consciousness should not be assumed to account for the observed effects until implicit cognition has been ruled out and explicit cognition has been directly implicated.


  COGNITION IN EXPOSURE THERAPY


  An important difference between exposure and extinction that needs special highlighting is that in exposure therapy the measure most used to gauge treatment effects is the client’s self-report of a reduction in feelings of fear (or anxiety) in the presence of the threat stimulus or situation. By contrast, in a typical study of threat extinction, the effects of stimulus repetition are measured as a reduction in behavioral or physiological responses. Although it is common for researchers studying either humans or animals to state that extinction reduced “fear,” the fact is that the goal of the study is usually to determine whether behavioral or physiological responses have been affected. A decrease in freezing in a rat or a change in some physiological response, such as skin conductance (a measure of perspiration) in humans, does not indicate that the conscious feeling of fear has been reduced—as I’ve pointed out, studies in humans have shown that the degree of fear measured behaviorally or physiologically often does not coincide with self-reports of subjective feelings.68


  Because extinction alters the propensity of the threat CS to activate defensive circuits, it is tilted toward changing implicit processes. Exposure therapy adds layers of top-down cognition, such as reappraisal, to this process and assesses progress based on self-report. Experiments that have examined the neural basis of emotion regulation in healthy human participants are revealing. For example, as noted in the last chapter, studies by Liz Phelps and colleagues using extinction or other emotion regulation training techniques to implicitly change physiological responses implicated the medial prefrontal cortex,69 whereas studies by James Gross, Kevin Ochsner, and their colleagues using top-down reappraisal strategies to change self-reported emotion found that the lateral prefrontal cortex played a more significant role.70


  I will explain why these and other differences between extinction and exposure are significant by discussing a popular form of exposure therapy called prolonged exposure.71 This method is based on emotional processing theory, as proposed by Edna Foa and Michael Kozak.72 The basic concept of prolonged exposure therapy is that fearful feelings must be elicited and sustained during repeated exposure until fear reduction occurs, allowing disconfirmation of false belief about the irrationally feared object or situation’s ability to cause harm. If fear is not fully activated, it will not fully extinguish, and problems will continue.


  Foa and Kozak built on Peter Lang’s idea that fear is represented in the brain in the form of fear structures, or schemas,73 similar to Aaron Beck’s notion of automatic thoughts and beliefs being represented in schemas. (Recall that schemas are also part of the psychological construction theory of emotion, and my theory described in Chapter 8.) This was an elaboration of Lang’s earlier idea that fear and anxiety could be accounted for in terms of response systems. The fear structure is viewed as a program (in the sense of a computer program) for escaping or avoiding danger and includes several kinds of stored propositions: It includes propositions about threats—when the threat signal (CS) occurs, a bad thing (US) follows; propositions about physiological changes—when the CS occurs, I sweat and my heart beats faster; propositions about actions—if I perform a certain response when the CS occurs, the US will be avoided; propositions about the meaning of stimuli and responses—the CS makes me feel afraid, and avoiding the CS prevents fear.74 Input stimuli that match the stimulus information stored in the structure activate the fear program and produce behavioral, physiological, and verbal responses that were the centerpiece of Lang’s original three-response system theory. Differences in the way fear structures represent threats distinguish healthy from pathological fear structures, or fear structures in people with different forms of pathological fear and anxiety.


  According to emotional processing theory, the two key factors required for a therapeutic reduction in fear and anxiety are complete activation of the fear structure by fear-arousing stimuli and the insertion of new information into the fear structure that is incompatible with the pathological information. Both of these are thought to be accomplished by prolonged exposure. By forcing the person to approach distressing but safe objects or situations and eliciting fearful feelings, and finding out that harmful consequences do not occur, corrective information is added to the fear structure, and fear and avoidance are reduced.


  In line with contemporary learning theory, emotional processing theory holds that new information does not replace old information in the fear structure but instead creates a competing memory that suppresses the old memory.75 The new memory (new fear structure) lacks the pathological associations that trigger fear and that support and sustain avoidance and prevent extinction; therefore, negative emotions (fear and anxiety) and avoidance are reduced. Also in line with learning theory, the emotional processing approach assumes that learning results when there is a discrepancy between what is expected and what actually happens, leading to a modification of future expectations.76 But unlike pure extinction, in which implicit expectancies are changed directly by the stimulus repetition procedure, in implosive therapy and other therapies, expectancy change is as much, if not more, a top-down process.


  As I have noted many times now, learning, whether it involves Pavlovian or instrumental conditioning or higher cognitive forms of learning, is a process by which synapses are changed. Synaptic change is a physiological process sustained by molecular events. We are not consciously privy to these activities. In the case of explicit memory, we can be conscious of the content that is stored but not of the processes that enabled the storage. But in implicit systems, the changes are nonconscious all the way. We can, in other words, explain a change in defensive behavior and physiological responses without assuming that a change in a subjective feeling of fear mediates the behavioral change. Indeed, as noted, subjective feelings of fear do not always correlate well with physiological and behavioral responses elicited by threats.77 Emotional processing theory would explain this as the result of an incomplete activation of the fear structure, and so the exposure only partly extinguishes the fear structure’s control over overall fear response, which includes behavioral, physiological, and cognitive (as assessed verbal responses) components.


  But this assumes that behavioral, physiological, and verbal responses are all products of a single system in the brain (the fear structure or program). I have argued against such notions of a unitary fear system throughout this book. Although emotional processing theory has been very influential, it has also been challenged on certain points.78


  Although Lang stated that fear is not a lump in the brain that can be palpated the concept of a fear structure that has to be changed in its entirety seems to lend credence to the idea of a system or module in the brain dedicated to making all things related to fear. I support the idea of a defensive system that detects and responds to threats, but I don’t believe that fear is a direct product of this system. The defense system works implicitly, whereas fear is constructed as conscious feeling via cognitive systems responsible for any kind of conscious awareness. For this reason, I believe that the implicit and explicit processes have to be targeted separately with different therapeutic strategies. A similar idea has been proposed by Chris Brewin and Tim Dalgleish in their multiple representation theory, in which they suggest that both verbally accessible and automatic implicit processes underlie problems with fear and anxiety and should be treated separately.79


  Therapeutic procedures that target systems that work implicitly are best at changing implicit memories, whereas procedures that engage explicit processes and working memory are best at changing explicit processes. In that light, the specific aspects of exposure therapy that depend on extinction or other emotion regulation functions contributed to by medial prefrontal–amygdala connections and related components of defensive control circuits are best for changing how a stimulus activates defensive circuits and controls defensive behaviors, physiological responses, and avoidant behaviors. However, the aspects of exposure therapy that change maladaptive beliefs and other cognitions that lead to cognitive avoidance, and that aim to store new explicit memories that compete with irrational, pathological memories brought into consciousness through therapy, are best approached through talk, instruction, reappraisal, verbal reinforcement, and so on. It would be of interest to be able to identify the therapeutic effects of a pure extinction treatment (minimal verbal exchanges or instruction, with stimulus repetition emphasized) versus a more traditional exposure treatment, as this makes it possible to more effectively distinguish the effects due to nonconscious extinction from those due to explicit cognitive change. Also of great interest would be studies that use nonconscious (masked) stimulus presentations as a way of conducting exposure therapy.


  As far as I know, an experimental comparison of the benefits of exposure therapy (as usually practiced) and pure stimulus repetition (as typically carried out in research on extinction) has not been made. Nor has nonconscious extinction (presentation of the to-be-extinguished stimulus with masking or other techniques that bypass consciousness) been attempted in an experimental or a clinical setting. However, very interesting results have been reported in studies that have examined the effects of a single masked exposure versus a prolonged, freely seen exposure to a phobic stimulus in phobic patients.80 This is not extinction per se, or is a very limited version of it, because only a single trial was used, but the effects were dramatic. In one study the single masked (nonconscious) stimulus reduced avoidance behavior, whereas the freely seen stimulus did not. In a second study the effects on both avoidance and subjective distress were compared for masked and freely seen stimuli. The masked stimulus reduced avoidance but did not affect subjective distress. The freely seen stimulus had the opposite effect—it did not reduce avoidance but did reduce distress. Such results illustrate the importance of recognizing the different contributions of implicit and explicit systems in controlling behavioral responses and subjective feelings. I will return to these studies in the next chapter, where I discuss evidence that a single exposure to a stimulus can induce persistent changes via processes related to memory reconsolidation, also to be discussed in the next chapter.


  Under normal viewing conditions and repeated exposures, changes in both defensive behavior and conscious feelings in people may result from, but for different reasons. The effect on the defensive behavior is a direct result of stimulus repetition on implicit circuits. The effects on feelings can come about in two ways.


  First, feelings may change secondary to the control of the defensive circuits. If the CS-US association in the amygdala is suppressed by extinction, threat-elicited responses in the brain and body will be reduced. To the extent that they contribute to nonconscious defensive motivational states, components of which feed the construction of a feeling of fear via cortical areas, extinction can reduce feelings of fear or anxiety.


  Second, stimulus repetition without consequence can also change the cognitive representation of the CS-US association in explicit memory. One of the advantages of human cognition is that it can make decisions on the fly rather than having to rely on new learning. When explicit cognition is in control, if you observe that something that was previously a danger is no longer so, you can quickly reappraise it and start to think about it differently and act differently toward it. This is why overcoming avoidance helps change conscious beliefs. With conscious expectations changed, previously threatening stimuli can be viewed in a new light: They no longer trigger top-down activation of fear schemas that normally lead to the conclusion, “I am in danger and feel afraid,” and also normally activate defense circuits and their physiological consequences that then support the cognitive construction of the feeling. The greatest benefit is likely to be obtained if both the defensive circuit and the explicit representations are changed. Although my conclusion is similar to that of prolonged exposure proponents, I reach it from a different perspective.


  In sum, if only the explicit or only the implicit system is treated, the untreated system can reinvigorate the fear. The implicit system can seize attention, and attention can retrieve past memories about the danger of the stimulus, triggering new feelings of fear and reestablishing the belief that the stimulus is dangerous. For its part, the explicit system can lead to worry and avoidance and create feelings of fear in an abstract cognitive sense that can then release stress hormones that revitalize the CS-US association, reestablishing threat sensitivity, hyperarousal, behavioral avoidance, and other consequences of amygdala-based threat conditioning. Indeed, stress has long been recognized to be a potent trigger that reestablishes extinguished defensive reactions in animals and phobic fears in people.81


  It is well known to anxiety researchers that people’s fear and anxieties are often irrational and not particularly modifiable by relying upon logical reasoning alone.82 People afraid of riding in elevators or flying in planes know rationally that the likelihood of being harmed in them is very low, yet this conscious knowledge does not override the implicit control of behavior, and the feeling of fear and anxiety that results.


  Foa, Kozak, Lang, and others who argue that incomplete extinction is why therapy fails may be right. But not because there is a unitary fear structure that has to be completely activated. It is, I think, because exposure procedures, as usually carried out, do not attempt to treat implicit and explicit processes separately, and this leads to incomplete extinction and/or incomplete thought change and competition for cognitive resources, as described in a later section. First, let’s talk about worry.


  TREATING WORRY WITH EXPOSURE THERAPY


  The chief feature of pathological anxiety is chronic worry.83 People with GAD, for example, are not specifically worried about spiders, elevators, or social situations—they just worry. When a person is worried, working memory is occupied and decreases one’s ability to perform effectively and efficiently.84 Given that there is no specific object or situation to extinguish, you may wonder how exposure therapy can be used to treat generalized anxiety. This will be clearer after we consider the nature of worry in more detail.


  Thomas Borkovec, who specializes in the science of worry,85 notes that it usually appears in the form of internal verbalization—thoughts in the form of words. Inner discussion with one’s self makes threat more abstract, and allows disengagement. This helps avoid deeper, more concrete processing that more effectively triggers emotional arousal and prevents disconfirmation about the actual degree of danger posed. Worry is the cognitive equivalent of behavioral avoidance. As noted by Borkovec, “Despite creating conditions that restrict the individual’s life and/or generate other kinds of disturbance, s/he can reduce some distressing experiences by avoiding their source.”86 Worriers, Borkovec explains, escape from fearful images by thinking about the future in abstract verbal terms (if the event worried about comes to pass, awful things might happen).


  We know that anxious people are highly sensitive to threats, so if they perceive one, whether real or imagined, semantic and episodic threat-related memories will be retrieved in the form of thoughts and images. This leads to catastrophic thinking about negative scenarios and gives rise to cognitive coping strategies that anticipate negative outcomes and attempt to prevent them from occurring. Because worriers worry about so many things, the worst-case scenario seldom happens, and through negative reinforcement, their worrying is perpetuated by its perceived ability to avoid the worst-case outcome. Worry occurs to a significant degree in all anxiety disorders (Table 10.2).


  Michael Eysenck’s attention control theory of anxiety conceptualizes the cognitive basis of worry.87 He distinguishes two attention systems: one that is goal directed and one that is stimulus driven. His theory proposes that anxiety and worry disrupt the goal-directed system, allowing the stimulus-driven system to dominate. Worry produces thoughts that use the executive attention resources of working memory, making it less available for dealing with one’s professional, personal, and social obligations. Executive functions are also engaged by the consequent efforts to avoid thinking about threats and their consequences. One becomes more distractible because attention is being competed for by worry, and it is harder to stay on task. With working memory focused on threats, the stimulus-driven form of attention allows threatening stimuli to more easily seize attention. In addition, as noted earlier, anxious people treat nonthreatening stimuli as dangerous because their ability to discriminate between threat and safety is weakened, and they overvalue the danger of weak threats. Threats come to play a larger role in their lives than would otherwise be the case.


  With this background, let’s consider how exposure therapy might be useful in treating worry in GAD.88 The idea is to use anxious thoughts as instances of exposure and then to apply treatment strategies to them. In initial sessions, clients discuss their concerns and are taught coping strategies to deal with their anxieties when they arise. Such strategies include relaxation training (breathing, muscle relaxation, meditation), self-control desensitization (frequent rehearsal of relaxation when worrisome thinking or imagery-induced anxiety occurs), and cognitive restructuring (identification of frequent automatic thoughts and beliefs, development of multiple alternative perspectives, behavioral testing of predictions, reappraisal, and decatastrophizing). They are then encouraged to attend to any shifts in their level of anxious feelings and to note whether they occur in conjunction with worrisome thinking, imagined threats or their future dangerous outcomes, physiological responses, behavioral avoidance, and any external cues that might be associated with these symptoms. By becoming aware of the anxiety cues, the patient can use coping strategies early and prevent the escalation of anxiety.


  Table 10.2: Worry in DSM-III Anxiety Disorders
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  Based on Figure 4.3 in Sanderson and Barlow (1990)


  FROM THE ANIMAL LABORATORY TO THE THERAPIST’S OFFICE: TARGETING IMPLICIT PROCESSES


  It’s common these days for medical practitioners to speak about the need to treat the whole person, whether her problem involves heart disease, cancer, anxiety, or depression. Obviously, it’s important for a therapist to understand a patient’s particular issues and their relation to her overall life. In that respect, verbal exchanges based on explicit cognition are essential. But while the therapist should take the whole person into account, the best way to do so might not be to treat the whole person all at once. Specifically, I propose that behavioral and physiological responses that are controlled by implicit processes should be, to the extent possible, treated separately from thoughts and behaviors that are controlled by explicit processes and top-down cognition.


  The idea of targeting specific processes is not a novel idea. Lang’s three-response approach suggested that different components of the fear structure all needed to be treated. Cognitive therapists likewise use a family of approaches to target specific symptoms associated with particular disorders.89 Barlow’s unified cognitive therapy uses antecedent reappraisals, avoidance prevention strategies, and modification of emotionally driven behaviors to target different dysfunctional emotion regulation processes.90 The multiple representation theory of Brewin and Dalgleish, mentioned earlier, also proposes this approach. What I have in mind is not a replacement for these ideas but instead a complement to them.


  A large part of the reason that animal research is so successful in relating behavioral and cognitive functions to brain mechanisms is that specific processes can be targeted in relative isolation. You don’t have to ask rats to think about their pasts or their concerns for the future; you simply present them with tones and shocks together and then just the tone without the shock. The rat may be “thinking” in a rat kind of way about what is happening, but that is not what changes the brain.


  In therapy, by contrast, thinking is usually assumed to be part of the process. But what I am suggesting is that the therapeutic goals of exposure therapy might be more effectively achieved if the procedure were conducted more like laboratory extinction, by stripping away some of the cognitive processes that are typically involved. The studies mentioned above showing a dissociation between masked (nonconscious) and freely seen (conscious) exposure of phobic stimuli suggest that this might work.


  Now you may be asking yourself, why would this need to be done if implicit and explicit processes are independent? Shouldn’t extinction just proceed automatically even if the conscious mind is otherwise engaged? The fact is, although we can isolate implicit processes in the laboratory, especially in animal studies, in real life, as we have seen, the systems interact. Implicit sensory processing contributes to explicit perception, implicit memory processing contributes to explicit memory, and implicit cognitive processing contributes to working memory and consciousness. But it also works the other way around: Explicit processes can initiate implicit processes that carry out a task. For example, when people are told to reappraise some stimulus, the task is initiated with verbal instruction and voluntary control, but these processes then set up other processes that proceed implicitly and interact with the amygdala to change its activity.


  What this means is that although certain brain chores may ultimately depend on explicit or implicit systems, in real time in real life these systems work together, and may well utilize common resources. So if you are attempting to change beliefs in the same session in which you are extinguishing, you are asking the brain to learn and store memories in a way that might not be ideal. The psychologist Michelle Craske has similarly argued that extinction and cognitive interventions should be separated.91


  As an example, let’s review reappraisal. Although belief change through reappraisal is initiated by top-down cognition and thus involves the lateral pre-frontal cortex, it indirectly affects the amygdala. One way it does so is by way of interactions between the medial prefrontal cortex and the amygdala,92 which are the same areas that are involved in extinction.93 However, we don’t know if exactly the same circuits, cells, and synapses in the prefrontal cortex and amygdala are involved in reappraisal and extinction. But even if they only partially overlap, instructed cognitive reappraisal during extinction might compete with the processes that are attempting to change behavioral and physiological responses to the threats via extinction, and vice versa.


  Further, as the Eysenck model suggests, in an anxious individual, working memory can be distracted by task-irrelevant threat information. So if the person is talking and processing instructions while being exposed to threats, and his brain has to undergo extinction learning and change beliefs simultaneously, the cognitive systems required for belief change may be distracted. In other words, the fact that exposure therapy, as is typically practiced, almost always involves top-down cognition that engages the lateral and medial prefrontal cortex may mean that cognitive change and the implicit behavioral change are both less effective.


  Nonconscious exposure therapy may be a useful option, either as a supplement to or a replacement for traditional exposure. Whether nonconscious extinction is a feasible method or not has not been explored, but Liz Phelps and I are currently testing it. The data may not come fast enough to appear in this book, but consult my laboratory’s website, which includes my frequently updated publication list (www.cns.nyu.edu/ledoux).


  Recognizing the distinction between explicit and implicit processes helps understand why research in animals can provide useful insight that can potentially improve people’s lives. Explicit processes are important, but animal research, such as the kind of work I do, is especially useful in helping us understand the implicit processes. In the last chapter, I will review some findings from animal research that have either contributed to new treatment strategies or that may be useful to consider in the development of new approaches to psychotherapy.





  


  CHAPTER 11


  THERAPY: LESSONS FROM THE LABORATORY


  “How happy is the blameless vestal’s lot!


  The world forgetting, by the world forgot.


  Eternal sunshine of the spotless mind!


  Each pray’r accepted, and each wish resign’d.”


  —ALEXANDER POPE1


  “Changing the content of our memories or altering their emotional tonalities, however desirable to alleviate guilty or painful consciousness, could subtly reshape who we are, at least to ourselves. With altered memories we might feel better about ourselves, but it is not clear that the better-feeling ‘we’ remain the same as before.”


  —PRESIDENT’S COUNCIL ON BIOETHICS2


  In the fall of 2000 I started getting calls and emails from people asking me to erase their memories. Karim Nader, Glenn Schafe, and I had recently published a paper in the journal Nature with a rather technical title, “Fear Memories Require Protein Synthesis in the Lateral Amygdala for Reconsolidation after Retrieval.”3 In this study we conditioned rats with a tone and shock and then later presented them with the tone alone after a drug that blocks protein synthesis had been infused in the lateral amygdala (LA), a key area of the amygdala where the tone-shock association is stored. When tested the following day, or at any time afterward, the rats behaved as though they had never been conditioned. The procedure, in other words, seemed to erase the memory that the tone was a signal of danger. Toward the end of the short piece, we proposed that it might be possible to use a technique like this (but without having to inject a drug directly into the amygdala) to dampen traumatic memory in people with PTSD.


  The New York Times published a summary of the piece,4 and letters to the editor ensued; some of the correspondents were fascinated, but others appalled, thinking that it might be possible to delete memories. A trauma therapist, for example, implied we were playing with fire, as the experience of trauma becomes part of one’s self and needs to be remembered: “The idea may be appealing to a culture that uses avoidance and denial to deal with painful events. Yet despite the pain associated with traumatic events, they represent our personal, social and political realities. . . . Would we really be better off, for example, if Holocaust survivors forgot what happened? As a culture, would we be doomed to repeat our less desirable behaviors? What an endless nightmare that would be.”5 President George W. Bush’s science advisory panel had a similar outlook, essentially declaring that memory is sacrosanct and should not be played with by scientists, even if the goal is to make people feel better. (See the epigraph at the head of the chapter.)


  People who were actually suffering with troubling memories of horrible experiences, however, desperately wanted the treatment, no matter how unproven in humans, even if it did mean that they would lose part of their self (which is, in fact, precisely what they desired). These individuals wanted to have their conscious memories erased, though what we actually did in the study was dampen implicit memories controlled by defense circuits.


  We continued to publish in this area, and each new paper led to more press and more phone calls and emails. I’ll return to the details of this research area, and its implications, later. For now, I’ve introduced the subject briefly as a way to consider the question of whether memories should be off limits as a therapeutic target.


  The fact is, every exchange between two people involves a process of memory retrieval and memory storage. Without memory, social relations would not be possible—for example, when you interact socially you draw upon remembered details about the other person, shared interests and conflicts, and the facts and/or experiences you want to convey. But more to the point for the purposes of this discussion is that many—and maybe every—form of psychotherapy engages and changes memory in some way. Psychoanalysis was based on extracting repressed memories and bringing them into consciousness, where they could be reinterpreted. Cognitive therapy is a process of changing beliefs, which are memories, and learning and remembering new coping skills. In exposure therapy, extinction creates new implicit memories that compete with existing ones to prevent the latter from causing trouble. Fundamentally, our study simply offered another way to achieve what therapy often tries to accomplish—to prevent troubling memories from causing trouble.


  There are a number of new approaches that have been developed to treat fears and anxieties, many by changing memories. These mostly involve methods that change the brain behaviorally through learning rather than by way of pharmacological treatments. In some cases drugs are used acutely to boost the learning effect, rather than as a prolonged treatment, and once the change is established, drugs are no longer needed (it’s better thought of as temporary use of pharmaceutical agents to facilitate the learning of coping skills rather than as drug therapy).


  The procedures I am going to describe in the following sections are targeted primarily at implicit memory processes. Many are focused on ways to improve extinction and thus improve exposure therapy. But I will also describe alternatives to extinction, especially procedures that might literally erase threat memory, rather than simply inhibit it the way extinction does. None of the treatments, however, is a panacea that can, on its own, cure problems with fear and anxiety. For therapy to have maximally beneficial and persistent effects, it may well be necessary to change both conscious and nonconscious memories that contribute to distress.6 Therefore, the emphasis of this chapter on the neuroscience of implicit learning does not mean that I believe there is no role for explicit processes such as talk, insight, compassion, and person-to-person interactions. As I argued in the last chapter, both conscious and unconscious processes have to change, and this might be best achieved by targeting explicit conscious memories and implicit memories separately.


  HOW EXTINCTION WORKS IN THE BRAIN


  I’ve already spent a good deal of time on the nature of extinction and its role in exposure therapy. But because it has limitations as a therapeutic tool, much effort has gone into trying to make extinction, and exposure, work more effectively. Before discussing its drawbacks, I want to expand on the underlying circuitry of extinction in more detail than I did in Chapter 4 because this information will help in understanding how its limits are manifested in the brain and how extinction might be modified to overcome them.


  In order for extinction to reduce the ability of a Pavlovian CS to elicit defense responses, the amygdala’s control over these responses has to be changed. Key to this process is the ventromedial prefrontal cortex (PFCVM) and its ability to regulate the amygdala-housed circuits that store the CS-US memory, which when activated results in the expression of defense responses. The idea that this is how extinction works emerged from studies done in my laboratory by Maria Morgan in the early 1990s.7 We had previously found that animals with lesions of the visual cortex seemed to be unable to stop freezing to a light paired with shock, even after extensive extinction training.8 We didn’t think that the visual cortex itself was responsible for extinction but thought instead that damage to the visual cortex might have prevented information about the visual CS from reaching extinction circuits, rendering the CS-US memory indelible (resistant to extinction).


  In trying to understand how these irreversible, or what we called indelible, amygdala memories might be sustained, we considered the fact that once animals and people with prefrontal cortex damage have acquired some cognitive or behavioral response, they tend to repeat this behavior (i.e., perseverate), even when the response is no longer useful.9 Perhaps lesions of the prefrontal cortex in rats had given rise to an “emotional perseveration” of CS-elicited freezing. Morgan then examined the effects of PFCVM lesions in rats and found that, again, the animals could not stop freezing in response to the CS. It was as if removal of PFCVM influences resulted in an out-of-control amygdala, one that responded to stimuli that were, objectively speaking, no longer threatening. This immediately suggested that the type of unregulated fear and anxiety that occurs in people with anxiety disorders might involve some dysregulation of prefrontal-amygdala circuits. It was as if the amygdala was the accelerator of defensive reactions and the prefrontal cortex the brake upon them (Figure 11.1). Malfunction of the brake makes the expression of the reactions hard to control. This idea has since been supported by research in animals and humans and is now commonly accepted.10


  At the time Morgan was doing these studies, Greg Quirk, another member of the laboratory, became fascinated with extinction and soon went on to become a leading investigator of the prefrontal cortex control of extinction.11 His work pushed the exploration of how the PFCVM regulates the amygdala to a new level and inspired many others to enter the field.


  A simple diagram of the extinction circuitry is shown in Figure 11.2. The three major players are the amygdala (which stores the CS-US association), the PFCVM (which regulates the amygdala), and the hippocampus (which encodes the context in which the CS-US association is learned initially and extinguished).


  Anything that changes the ability of the CS to activate the CS-US association in the lateral amygdala (LA) or the ability of the CS-US association to control CeA outputs will affect the expression of defensive behaviors and physiological responses in the presence of a threat CS. Morgan’s studies in rats showed that two regions of the PFCVM make different contributions to amygdala regulation.12 The prelimbic region modulates the ability of an individual CS presentation to control amygdala outputs for that CS event. By contrast, the infralimbic region of the PFCVM, via extinction training involving multiple CS presentations, shapes a new association (a CS–no US association) that overrides the CS-US association stored in the LA, engendering a more lasting change that applies to later occurrences of the CS. In other words, the prelimbic region regulates the expression of CS-elicited defense responses controlled by the CeA on an exposure-by-exposure (in the laboratory, trial-by-trial) basis but does not produce persistent changes, whereas the infralimbic cortex engenders changes during extinction learning that persist over exposures and into the future. The hippocampus contributes by encoding the context in which both initial learning13 and extinction14 occur. As we will see, extinction is highly dependent on context, which limits the degree to which the beneficial effects of extinction generalize beyond the therapeutic situation.
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  Figure 11.1: The Accelerator and Brake on Defensive Reactions in the Brain.


  The amygdala is the driving force (accelerator) of defensive responses and supporting physiological responses in the brain and body. The ventromedial prefrontal cortex (PFCVM) regulates (applies the brake to) the amygdala, thus adjusting the occurrence and intensity of defensive reactions as situations change. This mechanism is often impaired in people who suffer from problems with fear and anxiety (not because the amygdala is the source of feelings of fear or anxiety but because amygdala-dependent brain and body responses contribute ingredients that are assembled into a feeling of fear or anxiety).
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  Figure 11.2. Key Brain Areas Implicated in Extinction.


  The amygdala plays an important role in the acquisition, storage, expression, and extinction of threat memories. The ventromedial prefrontal cortex (PFCVM) regulates the acquisition, storage, expression, and extinction of threat memories by the amygdala. The hippocampus learns about the context of acquisition and modulates the expression and extinction of threat memories in relation to context.


  So how does the new learning that occurs in extinction (learning of the CS–no US association) prevent the expression of the original memory (CS-US association) and the defense responses it controls? To understand this we have to consider the cellular and molecular mechanisms in the amygdala threat-learning15 and extinction16 circuitry in a bit more detail than I have provided so far, mainly highlighting key points rather than the details of their workings. To do this I will focus on the contribution of the amygdala and PFCVM to initial learning and to subsequent extinction learning (Figure 11.3).


  Meaningless stimuli are prevented from activating LA cells and triggering the defense circuitry by means of a strong network of GABA inhibitory cells.17 During threat learning the CS and US converge in the LA, creating the CS-US association and establishing the ability of the CS, when it later occurs, to shut down GABA inhibition so that the CS can activate the LA, and, in turn, lead to the expression of defensive behaviors and physiological responses by way of CeA outputs.18 As shown in Figure 11.3, the LA connects with the CeA in several ways: (1) by direct connections from the LA to the CeA; (2) by connections from the LA to the basal amygdala (BA), and from there to the CeA; and (3) by connection from the LA and BA to a group of GABA inhibitory cells called the intercalated masses, which then connect to the CeA.19 Information flow through these various connections is regulated by complex interactions between excitatory and inhibitory cells.20 The result is that the pattern of excitation and inhibition within the amygdala enables the CS to drive CeA outputs. But there is more. Within the BA, evidence suggests that there are “threat neurons” that represent the CS-US association and that link the LA to CeA (either directly or by way of the intercalated cells)21 and “extinction neurons” that prevent the threat neurons from activating the CeA.22 Within the CeA, interactions between two subareas, the lateral and medial CeA, are involved.23 The lateral CeA receives the inputs from the other amygdala areas (LA, BA, and intercalated cells), and the medial CeA is the source of outputs to the hypothalamus and brain stem that control the various consequences of defense circuit activation (see Chapter 4).
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  Figure 11.3: Amygdala and Prefrontal Circuits Underlying the Conditioning and Extinction of Defense Responses.


  Threat conditioning involves convergence of the conditioned stimulus (CS) and the unconditioned stimulus (US) in the lateral amygdala (LA). LA sends connections to the intercalated cells (ITC), lateral part of the central nucleus (CeAL), and threat neurons in the basal amygdala (BA). BA threat neurons connect with ITC and the medial part of the central nucleus (CeAm). Within CeAl different cells receive inputs from LA and ITC, but the two cell populations are interconnected. The prelimbic region of the prefrontal cortex (PFCPL) connects and regulates threat neurons in BA. Outputs of CeAl connect to CeAM, which connects with response control areas. Similar circuits are involved in extinction except that the PFCIL connects with extinction rather than threat neurons in BA. Extinction neurons in BA then regulate CeAM.


  BASED ON LEE ET AL (2013).


  The expression of CeA-controlled defense responses, once learned, is regulated by connections from the prelimbic area of the medial prefrontal cortex to the BA, which then connects with the CeA directly and by way of the intercalated cells.24 The extinction circuitry is similar but with one important difference. Connections from the infralimbic region, rather than the prelimbic region, of the medial prefrontal cortex to the basal and intercalated cells of the amygdala are involved.25 Furthermore, connections from the hippocampus to the BA (not shown in Figure 11.3) are important for the discrimination of different contexts and their relation to the danger signaled by the CS.26 All of these neural interactions underlying the expression and extinction of defense responses are further regulated by neuromodulators (such as norepinephrine and dopamine) and peptides (such as endocannabinoids, enkephalin, substance P, oxytocin, and brain derived nerve growth factor, among others).27


  There are at least three components to the process that prevent the original CS-US association from being expressed after extinction.28 One is that the CS–no US association exerts inhibitory control over LA processing (thus weakening the ability of the CS to activate the CS-US association). Another is that connections from the infralimbic cortex to inhibitory cells in the basal nucleus and the intercalated area further suppress the ability of the CS to flow from the LA to the CeA. Finally, extinction interferes with the balance between the lateral and medial areas of the CeA and prevents the expression of outputs of the medial CeA to response control circuits.


  Like all forms of learning,29 extinction requires the synthesis of proteins in neurons that are learning and storing the new information. In this case, protein synthesis is required in both the infralimbic cortex30 and the amygdala31 for the effects of extinction to persist as a long-term memory.


  For most if not all forms of memory, in most if not all organisms, the protein synthesis process underlying memory storage is triggered by the activation of certain genes within the neurons forming memory. A key activator is the gene transcription factor, cyclic AMP response binding element protein (CREB).32 Extinction learning is no exception because it, too, involves CREB-dependent protein synthesis.33 CREB activity is regulated by neuromodulators, such as norepinephrine and dopamine, that are released by way of CeA outputs. Many other molecules and steps come into play as well.34 The result is that during extinction learning, recently active synapses on those neurons that undergo protein synthesis are strengthened, and new patterns of synaptic connections across the various neurons in the network constitute the memory. Reactivation of those synapses results in retrieval of the extinction memory, which suppresses the original CS-US association.


  The detail in which these circuits have come to be understood provides a strong foundation upon which to understand extinction and ways that it might be improved to enhance exposure therapy. First, though, let’s consider some of the limitations of extinction that need to be overcome.


  LIMITATIONS OF EXPOSURE THERAPY ARE REVEALED BY LABORATORY STUDIES OF EXTINCTION


  In spite of the wide use of exposure-based techniques, exposure is limited in what it can achieve. Many of the limits are limitations of extinction itself. Table 11.1 lists several, which are also graphically depicted in Figure 11.4.


  Extinction is strongly dependent on the context in which it occurs.35 If a rat is conditioned with a tone and shock in one chamber, and then the effects of the tone are extinguished in a novel chamber, the rat will cease freezing to the tone in the novel extinction chamber but will still freeze to the tone in the original conditioning chamber or in another chamber in which extinction has not occurred.36 The contextual control of extinction depends on the hippocampus in animals and humans.37 This context specificity restricts the beneficial effects of exposure therapy done solely in the therapist’s office and has led to the idea that exposure should be done in as many different situations as possible,38 especially in the real world, where genuine threats occur.39 Accordingly, as part of cognitive behavior therapy, people are sometimes taught to follow exposure protocols to use when they encounter threats in daily life.40


  
    
      
        	
          Table 11.1: Limits of Extinction

        
      


      
        	
          1. Context Dependence: extinction in one context does not generalize well to other contexts

        
      


      
        	
          2. Spontaneous Recovery: the effects of extinction often dissipate over time such that the conditioned stimulus becomes threatening again

        
      


      
        	
          3. Renewal: exposure to the original conditioning context can also reverse the effects of extinction and revive the threat-inducing potential of the conditioned stimulus

        
      


      
        	
          4. Reinstatement: re-exposure to the unconditioned stimulus can also reverse the effects of extinction

        
      


      
        	
          5. Stress-Induced Reversal: stressful experiences completely unrelated to the original threat learning can also undo the effects of extinction
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  Figure 11.4: Recovery of Extinguished Threats.


  a. Through extinction, the ability of learned threats to control defense responses is weakened. Successful extinction results in low levels of defensive responses like freezing. However, the original threat memory can be revived, suggesting that extinction is a form of inhibitory learning that suppresses the original threat memory. Recovery can occur due to the mere passage of time (spontaneous recovery), exposure to the context in which the original memory was formed (renewal), or by exposure to the unconditioned stimulus (reinstatement). b. Spontaneous Recovery occurs when there is a long delay between conditioning and extinction; it is less likely to occur with a short delay. c. Renewal occurs in the training context but not in novel context. d. Reinstatement involves the delivery of the unconditioned stimulus (US) after extinction. If the subsequent test occurs in the same context, then freezing is reinstated.


  FROM QUIRK AND MUELLER (2008), ADAPTED WITH PERMISSION FROM MACMILLAN PUBLISHERS LTD.: NEUROPSYCHOPHARMACOLOGY (VOL. 33, PP. 56–72, © 2008, AND MYERS AND DAVIS (2007), ADAPTED WITH PERMISSION FROM MACMILLAN PUBLISHERS LTD.: MOLECULAR PSYCHIATRY (VOL. 12, PP. 120–50)), © 2007.


  Another limit is that the effects of extinction can be reversed, restoring the original CS-US association and, in effect, overriding the CS–no US association established during extinction learning. Pavlov discovered one version of this in his pioneering studies of conditioned salivation in dogs.41 Once the dogs learned to salivate to the sound of a bell, the response could be extinguished by ringing the bell repeatedly without presenting food. But when the bell was rung again after a few days with no exposure to it, the dogs salivated as they had before. Pavlov called this phenomenon spontaneous recovery—the reversal of extinction by the passage of time. Later work showed that spontaneous reappearance is a general feature of extinction, as it occurs with threat42 as well as appetitive conditioning,43 and affects animals and people alike.44 Unfortunately, the therapeutic effects of exposure therapy, because they depend on extinction, are also subject to being compromised by spontaneous recovery. (Note that in this situation recovery does not imply healing, but instead more suffering).45


  Extinction can also be reversed by processes known as reinstatement and renewal.46 In renewal, exposure to the context in which conditioning occurred is sufficient to revive the CS-US association.47 Renewal depends on contextual processing by the hippocampus in rats48 and humans.49 Reinstatement, by contrast, occurs when one is exposed to the aversive US by itself, which, like the context or the CS itself, can activate the original CS-US association and revive the conditioned responses.50 If a rat that has been completely extinguished after threat conditioning is exposed to a single presentation of the US, it will again freeze to the CS even though the CS and US are never repaired. The fact that after extinction the effects of the original conditioning experience can spontaneously recover, or be reinstated or renewed, demonstrates that extinction is not memory erasure.51


  Stressful or painful events unrelated to the original learning can also reverse the effects of extinction and reinstate the original conditioned responses. Phobias successfully treated with exposure therapy, for example, can reappear after stressful events that have nothing to do with the phobia52 (a fear of heights may return after the death of a family member or after an automobile accident). Stress can also prevent extinction from taking place.53 This is thought to be due to the fact that stressful events release the hormone cortisol via the pituitary-adrenal system (see Chapter 3); this hormone has impairing effects on PFCVM function.54 Thus, the very factor needed to induce extinction—exposure to stressful threats—can prevent extinction. This is an argument against the use of flooding and related exposure procedures that elicit high levels of “fear.” However, the hormones released during stress that impair extinction have complex and sometimes opposing effects on different phases of learning (acquisition, memory consolidation, memory retrieval, extinction, and memory reconsolidation).55 Relatively high stress may either help or impair, depending on which phase of learning is in play.


  Some argue that a further limit of extinction, and thus of exposure therapy, is that its value is restricted to situations in which the responses one is trying to treat were established through learning; you can’t extinguish an association that you have not learned. The key observation used to support this point of view is that people cannot always point to some harmful experience as the source of their problems.56 However, the fact that one doesn’t remember having been conditioned does not mean that the conditioning did not take place.57 In fact, the more stressful a situation, the more likely the individual involved will fail to remember it because cortisol released during stress can attack the hippocampus and produce amnesia with respect to the event, leaving no conscious memory, or an impaired one, of it.58 The same hormones actually potentiate the nonconscious threat-conditioning process in the amygdala.59 The anxiety expert David Barlow notes that all that is needed for the conditioning of anxiety responses to external stimuli or to inner thoughts or sensations from the body is activation of the fight-flight system (that is, defense circuit activation)—external stimuli can become associated with the state rather than to an external US.60 Again, this conditioning process need not reach conscious awareness. Evidence that nonconscious conditioning effects can be weaker than conscious conditioning effects61 does not discredit the idea that nonconscious conditioning may be important; masking and other methods used to induce lack of awareness severely limit the depth of information processing (this is a technical limit of the presentation method, as discussed in previous chapters). In real life, many events, though freely visible, do not enter conscious awareness yet still influence cognition and behavior.62


  Still, it is not necessarily the case that all threats faced by humans are due to specific learning experiences. Some threats may well have an innate component. For example, in Chapter 3 we discussed evolutionarily prepared threats. Not everyone has a pathological fear of snakes, spiders, heights, or social situations. But these are conditions that we are inherently sensitive to as a species. And although some people are more sensitive than others, we may all, under certain conditions, have some susceptibility to them.


  Technically, it is correct that extinction can’t be used to help people cope with problems that are not based on learning because what it does is induce new learning that competes with the original learning. But the stimulus repetition procedure of extinction can still be used. In this case, the stimulus exposure procedure is called habituation.63 Habituation is a form of nonassociative learning because it involves a single stimulus that has an innate or otherwise preexisting capacity to affect behavior. For example, a loud noise elicits a startle reflex the first time it occurs, but this ability weakens with repetition. Extinction, by contrast, is associative because it is based on a stimulus that acquired its potency through learning.64 Like extinction, habituation can be undone by stressful stimuli (electric shocks, for example, lead to the dishabituation—reversal of habituation).65 Habituation is a key idea in prolonged exposure therapy, in which threatening stimuli are presented over and over in a session until the person’s reactions subside.66 During exposure therapy, habituation and extinction may both contribute of the effects of stimulus repetition.67


  The reversibility of extinction and habituation, though troubling in a therapeutic situation, is a natural, useful feature of the brain. When things change, the brain has to adapt. Spontaneous recovery allows a testing of the waters after the passage of time. Renewal is a way to be put on alert when one returns to the specific situation in which danger previously occurred. Reinstatement induces a full-throttle defensive mode and brings back learning from the past if a stressful, painful, or otherwise harmful event actually occurs. The limitations of extinction are, in some sense, inseparable from the advantages that it naturally endows.


  CAN THE EXTINCTION PROCEDURE BE REFINED TO MAKE EXPOSURE THERAPY MORE EFFECTIVE?


  Although exposure is very useful, the fact that it is so easily reversed has prompted the search for alternatives, and ways to make it more effective. This section will consider behavioral refinements, and the next will turn to neurobiological proposals.


  The psychologist Michelle Craske and her colleagues have been leaders in the effort to improve exposure therapy by enhancing extinction.68 They have made several specific suggestions, based mostly on extinction research in animals, aimed at making exposure stronger and more resistant to being reversed.


  1. Increase expectancy violation during extinction.


  As noted in Chapter 10, extinction learning depends on a prediction error, a mismatch between expectations and experiences.69 Creating exposure situations that have greater mismatch should therefore improve the therapeutic outcome. Craske and her colleagues argue that strategies that attempt to change beliefs about threats, thereby reducing the tendency to overestimate the potential harm that a stimulus will cause, will decrease the mismatch and thereby weaken extinction learning. Cognitive interventions, by this logic, should be used only after exposure; otherwise, they might weaken rather than improve exposure therapy effects. This is certainly true with regard to aspects of exposure that involve explicit cognition. But it may also apply, at least to some extent, to implicit learning in extinction—recall my point in the last chapter about separating implicit and explicit aspects of therapy as much as possible to allow each to be maximally effective.


  2. Use only occasional reinforcement during extinction.


  The CS is usually presented alone in extinction. But in the “occasional reinforcement” procedure, it is sometimes followed by the US.70 This presumably increases the expectancy violation, improves the effects of extinction, and also increases the salience of the CS, which stimulates new learning. Additionally, such reinforcement would give a person repeated experience with fear reduction and fear revival, so that the return of fearful feelings in real-life situations would be less troubling and discouraging.


  3. Deepen the extinction process.


  In the “deepened extinction” procedure, multiple-threat CSs are separately extinguished and then combined in a composite extinction session.71 This approach reduces spontaneous recovery in both animals72 and humans.73


  4. Remove safety signals and safety behaviors.


  Safety signals and behaviors (see Chapter 3) are crutches that give short-term relief but interfere with inhibitory learning and ultimately are unproductive. Elimination of these may lead to better outcomes.


  5. Use multiple exposure contexts.


  Because extinction is context dependent, conducting exposure in different contexts is a way to reduce renewal. The exposures should thus be done in different situations, at different times of the day, in the presence and in the absence of the therapist, using imagination and stimuli, and in safe situations (home, therapist’s office) as well as in the real world.


  6. In Addition . . .


  These and other suggestions made by Craske and colleagues seem well founded and have the advantage of adhering closely to the approaches used in laboratory studies of extinction and also of keeping cognitive and behavioral manipulations separate. I will make some additional suggestions, although implementing some of them will, from the point of view of the status quo of psychotherapy, seem impractical. But simply considering why they might, in principle, improve exposure therapy is useful.


  First, because explicit and implicit learning can interfere with each other, a single type of learning experience should be used in a given session (see previous chapter). If it is an implicit procedure, like extinction, then talk, instruction, and other cognitive engagements that may interfere and compete for resources should be minimized (also emphasized by Craske in the discussion above). This limits what can be accomplished in a single session, but it may make for a better result.


  Second, don’t try to extinguish an entire complex event. The scene of an accident consists of many cues, only some of which are hot points for traumatic memory retrieval. Break down the event into specific triggers and work on these separately.


  Third, consider giving exposures under conditions that bypass consciousness by using masking or other approaches. This may be the best method to address implicit processes. Though not easy to achieve, it may be particularly helpful.


  Fourth, within the session, the learning should be spaced out. It is well known that massed training is much less effective than spaced training in creating enduring memories,74 including implicit memories of extinction.75 The explanation at the molecular level involves CREB, the transcription factor that initiates gene expression and protein synthesis in the conversion of short-term to long-term memory.76 Massed training depletes CREB, and once used up about sixty minutes of recovery is needed to replenish the supply, so additional training within that period only interferes with the resupply process.77 It has been shown that CREB-dependent protein synthesis in the PFCVM78 and amygdala79 is required for the long-term retention of extinction. So if one is going to do twenty-five exposures, they should be done in blocks of five, with breaks between, rather than all twenty-five at once. Temporal spacing, in short, could make the effects of extinction and exposure more persistent.


  Fifth, after any learning experience, effort should be made to minimize activities that might disrupt memory consolidation. For both explicit and implicit memory, consolidation depends on gene expression and protein synthesis.80 This process takes a minimum of four to six hours; events that happen molecularly or behaviorally during this time can interfere with the consolidation process and make the memory weaker.81 Isolating patients after exposure might be impractical, as they usually need to get back to life’s activities; but it may be needed for optimal benefit. One could envision overnight clinics where such a procedure could be done.82 An overnight sequester would also take advantage of the fact that important aspects of memory consolidation occur during sleep.83 But perhaps a few hours would do. Recent work shows that a “nap” after a therapy session enhances the therapeutic benefit.84 But it is also possible that a nap right after therapy helps eliminate rumination and exposure to trigger cues, and thus prevents memory strengthening through reconsolidation.85 Regardless of the reason why the nap works, it appears to be of practical value. Obviously, people in controlled environments can still engage in thought that could interfere with consolidation, so establishment of structured activities that support rather than interfere with therapy consolidation during these extended sessions would have to be carefully considered.


  Putting these suggestions into practice would not be easy. For one thing, several of my suggestions cannot be implemented within the confines of the accepted therapeutic format of the fifty-minute session. But if ease of doing things was the guiding principle of medical treatment, people with heart disease could not benefit from pacemakers or people with Parkinson’s disease from deep-brain stimulation or gene therapy. I’m not suggesting that psychotherapy should follow a medical model. I’m saying that treating people most effectively may require a change in the way psychotherapy sessions are done.


  I have one more important suggestion that, unlike some of those listed above, is very simple to implement. It has to do with the relation of the first trial of extinction to successive ones. We’ll consider this proposal after we examine the topic of memory reconsolidation.


  USING NEUROBIOLOGICAL ENHANCEMENT OF EXTINCTION TO IMPROVE EXPOSURE THERAPY


  Until now I’ve emphasized methods of enhancing extinction via procedural refinements. Another approach combines standard extinction procedures with brain manipulations, such as drugs. It is important to emphasize, though, that these are not drug therapies: the patient is not “on the drug” for an extended period of time. The drug or biological manipulation is only used acutely to enhance the effects of extinction learning.


  Drug Enhancement of Extinction


  A promising way to improve extinction emerged from studies of the neural basis of threat learning in rats. In the 1990s a number of studies by my laboratory and others demonstrated that the synaptic plasticity underlying acquisition of the CS-US association by the amygdala depends on a subcategory of glutamate receptors called NMDA (N-methyl-D-aspartate) receptors.86 The mechanism of these receptors was described in Synaptic Self, but the precise details are not important for us here. The relevant point for our purposes is that when NMDA receptors are blocked in the LA, threat conditioning is disrupted. This basic finding led Michael Davis to assume that facilitation of NMDA receptor function would enhance learning, and indeed this proved to be the case. When rats were given the NMDA facilitating drug D-cycloserine (DCS), the memory created by conditioning was stronger.


  Recognizing that extinction itself is a form of learning, Davis hypothesized that facilitation of NMDA receptor function would likewise enhance the effects of extinction. Davis was then inspired to collaborate with psychiatric colleagues, most notably Barbara Rothbaum and Kerry Ressler, who tested whether DCS would improve exposure therapy.87 Initial results supported Davis’s hypothesis, although several follow-up studies had mixed results.88 Overall, though, the results in animal and human studies suggest that DCS does strengthen the effects of extinction and exposure, at least in some conditions.89


  Inspired by the success of the DCS work, researchers have begun to explore other means of chemically enhancing exposure. After it was demonstrated in rodents that the adrenal cortex hormone cortisol (or synthetic variants of it) facilitated extinction,90 the effects of administering cortisol prior to exposure therapy was tested in phobic patients.91 The studies showed that cortisol treatment reduced self-reports of anxiety and physiological responses during exposure to the phobic stimuli and enhanced the persistence of these effects. Cortisol thus seems to affect both explicit and implicit processing systems, consistent with the widespread nature of its receptors in the brain in neocortex and in subcortical survival circuits.92


  Rob Sears in my laboratory found that blocking the neuromodulator orexin disrupted threat conditioning.93 This effect was shown to involve interactions between norepinephrine neurons in the locus coeruleus and the hypothalamic orexin system. Hypothalamic neurons release orexin in locus coeruleus and the latter releases norepinephrine in the amygdala. Blocking orexin receptors in the locus coeruleus thus reduces norepinephrine in the LA and thereby interferes with conditioning. Other recent studies have demonstrated that blockade of a particular receptor of this modulator facilitates extinction when infused directly into the amygdala but not into the PFCVM or hippocampus.94 Orexins have also been implicated in human anxiety, especially panic disorder.95 These studies make orexins a potential target for enhancing exposure therapy.


  An exciting new body of research on acid-sensing receptors96 in the brain holds great promise, though I don’t think they have yet been studied in relation to extinction. These receptors detect pH levels in the cerebrospinal fluid (CSF), which is the substance that surrounds neurons in the brain and spinal cord. A low pH reading is an indicator that acid levels are too high; this is a consequence of the diffusion of carbon dioxide (CO2) from blood to the CSF. In the brain, CO2 is broken down, and the result is an increase in acidity. Levels of both CO2 and acidity are detected by special sensors on the respiratory neurons in the brain stem, which send signals to the diaphragm muscles to increase the respiration rate to bring in more oxygen to balance elevated CO2. Recent studies of rodents have also found acid sensors located on neurons in the amygdala (LA and BA) and in the BNST.97 A rise in acidity increases the excitability of neurons in these areas, making them more responsive to threats.98 Hypersensitivity to acid in the brain has been proposed as a genetic predisposition to panic disorder,99 consistent with Klein’s suffocation alarm theory of panic (see Chapter 3).100 Given that the rodent research suggests that changing acid levels in the amygdala and BNST alters the response to external as well as internal stimuli, research on acid-sensing receptors might be pertinent to a broader range of conditions involving fear and anxiety. New pharmacological tools are becoming available for altering acid levels, and these may offer yet another approach to treating problems with fear and anxiety in people;101 studies of extinction in animals would be an ideal place to explore this possibility.


  Promising results have also been found using drugs that augment the function of the endocannabinoid system of the brain to enhance extinction in animals and exposure therapy in humans.102 Other drugs that have been tested for this purpose target GABA, serotonin, dopamine, acetylcholine, and other transmitters, as well as hormones such as oxytocin.103 Recently, hallucinogens have also been reported to have a beneficial effect on end of life anxiety,104 and research on how these chemicals interact with survival circuits and neocortical circuits implicated in working memory, attention, and other cognitive functions that contribute to consciousness will be interesting to pursue.


  Using Brain Stimulation to Enhance Extinction


  A number of procedures are available for stimulating the brain or peripheral nervous system for therapeutic purposes. These include deep brain stimulation, transcranial magnetic stimulation, and vagus nerve stimulation.105


  Deep brain stimulation (DBS) is quite invasive and involves the delivery of electric current through electrodes implanted in the brain. This technique has been used with some success in Parkinson’s disease, Tourette syndrome, depression, anorexia, and anxiety disorders.106 Studies in rats have shown that DBS can enhance extinction.107 Although relatively few studies have examined whether DBS can enhance exposure therapy in humans, the evidence that does exist is supportive.108 The mechanisms underlying the therapeutic effect, however, are poorly understood.


  A less invasive procedure is transcranial direct current stimulation, a technique in which low levels of electric current are delivered to the surface of the skull. The current flows through the skull and into the superficial parts of the underlying cortex and changes the excitability of neurons in the affected area. This procedure has been used to modify information processing in a variety of laboratory cognitive tasks and has been helpful in treating depression but does not appear to have been applied to anxiety disorders.109 A related procedure uses transcranial magnetic stimulation to manipulate brain activity. A pilot study in people with PTSD found that it led to enhancement of exposure therapy.110


  Another stimulation approach targets the vagus nerve. The descending vagus nerve is the main pathway by which the brain controls the parasympathetic nervous system and thus counters the sympathetic nervous system (fight-flight system), whereas the ascending vagus nerve carries signals about body states to the brain and is responsible for regulating arousal systems in the brain stem. That vagal stimulation might be useful in treating anxiety and depression was first suggested by studies in which epileptic patients receiving such stimulations displayed improved mood.111 People with anxiety disorders were then tested and were indeed helped by this treatment.112 In rats, vagal stimulation also enhanced extinction.113 Stephen Porges has proposed that the descending vagus has two distinction components: an evolutionarily older one that elicits immobilization and feigns death, and a newer one that promotes a sense of calm and facilitates social interaction.114 Targeting the vagal system may be useful for enhancing exposure therapy.


  Stimulation techniques carry various degrees of risk. All but the transcranial method are invasive. The application of some is relatively expensive, and effectiveness is as yet not well established for all procedures. There are no well-accepted criteria for determining which patients are most appropriate candidates for such invasive treatments for anxiety. Layers of ethical questions are raised by these and other emerging neuroscientific technologies.115 The next approach, gene therapy, is no exception.


  Extinction and Gene Therapy


  Perhaps the most radical approach under consideration is gene therapy. This has been used with some success in the treatment of Parkinson’s disease, which results from the loss of neurons that make dopamine.116 Areas responsible for motor control depend on dopamine, and its absence leads to dysregulation of the associated circuits and results in tremors. In gene therapy for Parkinson’s, genes are attached to viruses that are injected into the motor control regions of the basal ganglia and carry the new genes into neurons. The genes then reprogram nondopamine neurons so that they are able to produce dopamine. Though the procedure has been applied only in a small sample, the results were viewed as successful and offer hope that this method might be able to be used more widely.


  Application of gene therapy to conditions affecting the brain is predicated on knowledge of the pathological factors and the brain circuits that underlie them. We have learned a great deal about the circuits that contribute to defensive survival circuits, so we have some sense of what locations in the brain might be targeted to address different symptoms arising from malfunction in them. For example, Robert Sapolsky’s laboratory started with the observation that the receptors that bind cortisol are highly concentrated in the LA and BA.117 These receptors contribute to the acquisition and expression of defense responses by increasing the excitability of neurons. Noting that estrogen receptors inhibit activity in these same neurons, the researchers created a chimeric gene that coded aspects of both cortisol and estrogen. When infused into a rat’s amygdala before conditioning with a tone and shock, the consolidation of the threat memory to the tone was impaired such that the animal expressed a reduced degree of freezing to the tone.


  Although such findings are promising, don’t expect genes to be injected into the brain anytime soon for the purpose of treating people with anxiety disorders. Even if we did have the knowledge to pinpoint the circuit that is giving rise to exact symptoms in a given individual, this would involve an indirect approach to changing the way the fearful or anxious person feels. Further, questions would arise as to whether it is justifiable to use such an invasive approach, which would be extremely expensive and carries the potential for infections and other side effects. There is also the very concrete risk of altering not only the target function but other functions in which the amygdala participates, such as appetitive motivation. We know a good deal about both appetitive and aversive circuits, but they seem to overlap to a great extent.118 Reducing anxiety at the expense of losing the ability to benefit from positively reinforcing experiences would hardly be considered a desirable outcome.


  The rise of nanobots may someday make gene therapy and drug delivery in general easier.119 These tiny (nanometer-scale) molecular robots could potentially deliver drugs to designated target areas and even to specific kinds of neurons in those areas. Researchers are currently attempting to use this approach with cancer drugs. Such technology would, like other cutting-edge advances, raise questions regarding safety,120 access, and affordability. And as is often the case with brain drugs, the line between therapeutic and recreational uses would be blurry—someone would surely figure out how to get the best high by delivering street drugs to just the right sweet spot in our synaptic sea.


  CAN MEMORIES BE ERASED INSTEAD OF JUST INHIBITED?


  Extinction creates new memories that override or inhibit threat memories.121 As we’ve seen, this method is effective but not perfect, because the original memory can reappear. The paper by Karim Nader discussed at the opening of this chapter suggested the possibility of a different approach.122 Could, perhaps, the original memory be more effectively controlled and, in fact, even erased by manipulating it after it was retrieved? A wave of research on memory erasure resulted.


  Reconsolidation Blockade


  In Michel Gondry’s film Eternal Sunshine of the Spotless Mind, Clementine leaves Joel. Overcome with sorrow and loneliness and recurrent thoughts of Clementine, Joel seeks the help of a memory erasure company that claims to be able to wipe all traces of her from his brain. To do this, they zap Joel’s brain when memories of Clementine are active. While this sounds like a scenario from science fiction, and in some respects it was (the machine in the film could identify, monitor, and pinpoint specific memories and destroy them, which is not possible at present), one part of it was not so far-fetched. The film came out four years after Nader’s publication showed how infusing a drug into the amygdala before a CS-US memory was retrieved eliminated the ability of the CS to later activate the amygdala-based memory and elicit freezing in rats.


  Why did Nader undertake that study? Beginning in the 1960s, a long line of research had shown that certain drugs, especially protein synthesis inhibitors, administered immediately after learning disrupted consolidation (conversion of temporary short-term memory into persistent long-term memory).123 The basic idea behind these studies was that memory is in a fragile or labile state and subject to disruption until it is stabilized by protein synthesis. The window during which a memory could be disrupted was four to six hours from the time it was acquired; after that, it became stable and persistent. This led to the standard view that a memory is stored once; then each time some stimulus appears that is relevant to it, the original memory is activated and expressed.


  But there had also been studies that found that memory became labile and disruptable after it was retrieved.124 It was as if retrieval reopened the consolidation process, and in order for the memory to persist after retrieval it had to be restored or reconsolidated. Conceptual differences between the consolidation and reconsolidation views of memory, and procedural differences in the way studies are conducted, are depicted in Figure 11.5. Because this idea did not fit with the standard and very widely accepted consolidation theory, it was rejected by leading researchers125 and fell by the wayside. The so-called reconsolidation hypothesis enjoyed a bit of a revival in the 1990s, through the work of Susan Sara,126 but did not gain traction.
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  Figure 11.5: Consolidation vs. Reconsolidation:


  a. Conceptual Differences Between Consolidation and Reconsolidation. According to consolidation theory each time we retrieve a memory we retrieve the original memory. Reconsolidation theory, on the other hand, suggests that each time we retrieve a memory, the memory is potentially changed (updated); thus, you retrieve the memory you stored after the last retrieval rather than the original memory. b. Procedural Differences Between Consolidation vs. Reconsolidation Studies. In studies of consolidation, typically a protein synthesis inhibitor (a drug known to block consolidation) is given immediately after training. Then short-term memory (STM) is tested. The next day, long-term memory is tested. The typical finding is that STM is intact (showing that the memory was formed) but LTM is impaired (indicating that STM was not consolidated into a persistent LTM). In reconsolidation studies, the drug is given after retrieval of a fully consolidated memory. STM and LTM are then tested. The typical finding is that post-retrieval STM is intact (showing that the memory was present during retrieval) but LTM is impaired. The conclusion is that during retrieval, memory is destabilized and has to be reconsolidated via protein synthesis to persist as LTM.


  If you take a drug orally, by injection, or by intravenous infusion, it reaches the brain via the bloodstream. This means, though, that the entire body and the entire brain are potentially affected by the drug. Most of the early work on consolidation and reconsolidation was carried out this way. My laboratory’s contribution to consolidation and reconsolidation was to target drug infusions to the specific brain region that we had implicated in threat memory. Glenn Schafe showed that blockade of protein synthesis in the LA immediately after conditioning did not disrupt the conditioned freezing response elicited by the CS but that the same rats failed to freeze to the CS when tested the next day. The drug, in other words, had no effect on short-term memory but prevented the conversion (consolidation) of a long-term memory that persisted.127 Nader then built on this. He demonstrated that blockade of protein synthesis in the LA during memory retrieval had no effect on responses elicited by the tone shortly after conditioning but disrupted the memory when tested the next day.128


  Because we had targeted a specific brain region with a known role in memory, our study attracted the attention of other researchers in a way that the earlier studies using systemic injections did not. Hundreds of related studies followed.129 Our basic finding was demonstrated for memories that depend on the amygdala, hippocampus, neocortex, basal ganglia, and other regions of the brain; memories based on threat conditioning, or appetitive reinforcement with food or addictive drugs, were shown to be susceptible; and animals as diverse as worms, bees, snails, and a variety of mammals also showed the effects. Reconsolidation has also been demonstrated in humans.130 A comprehensive volume covering the topic of reconsolidation, edited by my NYU colleague Cristina Alberini, who has done much important work in this area,131 was published in 2013.132


  Why would the brain have such a strange mechanism that allows memory to be disrupted when it is retrieved? Actually, it’s not strange at all. The purpose of reconsolidation is not to make memory subject to disruption but to enable it to be updated.133 An example of updating comes from a study that Lorenzo Diaz-Mataix and Valérie Doyère did in my laboratory.134 To understand this study, though, we need to consider something else first.


  Initially, we thought that all memories might be susceptible to disruption by reconsolidation blockage. But Nader, who is now a professor at McGill University, found that strongly conditioned memories (those conditioned with an especially intense US) were protected from reconsolidation blockade.135 This was bad news for those who had hoped that reconsolidation blockade could be used as a treatment for PTSD, because this disorder usually results from very strong memories having been created in response to horrific situations. But Diaz-Mataix and Doyère found that strong memories can indeed undergo reconsolidation if new information is incorporated into that memory—in other words, if the memory is updated.


  What they did was condition rats with a CS paired with a strong US. Then they later reactivated the memory using a trial in which both the CS and US were presented. But they used two different scenarios. For one group, the US occurred at the same time in relation to the CS (at the end of the CS) during both conditioning and during retrieval. Thus, there was no new information about the relation of the CS to the US. For the other group, the CS occurred at a different time during retrieval than during conditioning, which means something different occurred. All animals were then tested again the next day. For animals in which the retrieval trial introduced new information, treatment with the reconsolidation blocking drug during retrieval disrupted memory in the later test (freezing to the tone was reduced); for the animals in which the retrieval trial did not introduce new information, reconsolidation blockade had no effect, just as Nader had found. This is another example of how expectation violations (prediction errors) trigger new learning.


  In summary, memory disruption is a useful trick for scientists, but not the function that nature provided; the purpose of reconsolidation is memory updating.136 Although memory updating often works to our advantage, because it allows memory to be dynamically changed to accommodate new information that comes along, it can also give us trouble. Consider the case of a person who witnesses a sensational crime and gives a report to the police on the spot. Then, at the trial, he gives a different account of what he had seen. Between those two events the witness had read about the crime in the newspaper and had also become aware of new details and rumors concerning it while surfing the Internet. These informational encounters retrieved the original memory and updated it. At the trial the testimony morphed into a composite memory that included some of the new information that had not actually been experienced.


  It is hard for one to realize when memories are accurate and when they are not. For example, Liz Phelps, Bill Hirst, and others conducted studies of memories of the World Trade Center attacks.137 They found that their subjects had very vivid, unshakeable memories of that day. But because the facts could be checked, the investigators were able to show that some of the details that people were very confident about were actually inaccurate.


  As Elizabeth Loftus138 and Daniel Schacter139 have noted, memory can be unreliable for a variety of reasons. It usually works fairly well, all things considered, but is clearly not a carbon copy of experience. Eyewitness testimony is often all the evidence that juries have on which to base decisions, but, as in the example above, testimony can be inaccurate. I think that unless there is corroborating evidence, a single eyewitness’s testimony should never be treated as irrefutable evidence, no matter how certain the witness feels about what he witnessed.


  In the late 1990s a major controversy erupted when, through therapy, some people claimed to have recovered lost memories of sexual abuse.140 Some vividly recalled sexual assault by family members, others being imprisoned and abused in demonic rituals. While not taking a side in any particular case, in light of reconsolidation research we can see how it is possible for potentially false memories to arise in such accounts. For example, rogue revelations of this type could result from the retrieval of memories of benign childhood experiences while a person is being asked to think about the possibility of having been sexually abused. If the discussion also involves family members, or demonic rituals, these could be incorporated into the reconsolidated memory. Sadly, many real cases of rape and childhood sexual abuse do exist, but it must be acknowledged that not everything people remember actually happened to them.


  As I noted at the beginning of this chapter, some objected to the idea that it might be possible to help people with PTSD by blocking the reconsolidation of trauma-related memories, arguing that it is important for trauma to be remembered. We took these criticisms to heart and tried to test whether a memory of a complex experience (as opposed to a single stimulus, like a conditioned tone) could be wiped out by reconsolidation blockade. Rather than just administering a single tone and shock, we used various combinations of multiple CSs and USs to create relations between multiple elements of an experience. Then we activated just one part of the complex memory by using a single CS or US. These studies, done by Jacek Dębiec, Lorenzo Diax-Mataix, Valerie Doyère, Karim Nader, and others, showed that only the specific component that was reactivated was affected;141 other parts of the memory remained intact. These results suggest that individual triggers might be worked on by the patient and therapist, and when the memories are addressed to the extent at which they are both comfortable, the process can stop. Of course, this would be a judgment based on explicit cognition and might lead to incomplete extinction of the implicit memory.


  Reconsolidation disruption has also generated excitement as a treatment for other disorders. For example, research done by Barry Everitt and Trevor Robbins, and by Jane Taylor, has shown that reconsolidation blockade can prevent drug relapse in addicted rats.142


  Promising results have been obtained in some clinical studies of anxiety disorders,143 but as of now the findings have not been as dramatic as in the associated animal work, and the verdict is still out on how effective reconsolidation will be in clinical settings.144 One problem is that many of the drugs that are most effective in blocking reconsolidation in animals are not safe or approved for human use. Time will tell whether suitable drugs can be found to make reconsolidation a valuable therapeutic tool in humans.


  Although most of the clinical interest has focused on reconsolidation blockade, Jacek Dębiec found that he could not only disrupt memories but could also make them stronger. To do this, he used drugs that facilitated rather than interfered with the protein synthesis process.145 The fact that memory can be strengthened with this procedure suggests that triggers of anxiety or depression could be transformed in such a way as to represent a pleasant or exhilarating event. This method could function as a biological tool to induce reappraisal, perspective change, cognitive restructuring, and the like.


  The prolonged effects of a single-stimulus exposure in reconsolidation studies are reminiscent of the interesting findings discussed above involving the ability of a single stimulus to alter avoidance or subjective feelings. Those procedures may have, in fact, somehow tapped into the mechanisms of reconsolidation. Also, the studies described earlier showing that cortisol strengthens the effects of exposure therapy could well be a reconsolidation, rather than a consolidation, effect.146


  Given the power of the reconsolidation approach in experimental studies in animals, it seems likely that it will work in clinical settings under the right conditions. Regardless, though, as a normal process that occurs in the brain, reconsolidation probably contributes to all therapeutic situations in which memories are retrieved and changed. In other words, because retrieval makes memory labile and subject to change, reconsolidation is taking place constantly—in fact, potentially every time we remember something.


  Disentangling Reconsolidation and Extinction


  Extinction and reconsolidation have a complex relationship. The first trial of extinction is, in effect, a reconsolidation trial, because the CS results in the retrieval of the CS-US association. Furthermore, many of the same molecular players involved in extinction are also involved in reconsolidation (protein synthesis, CREB, glutamate receptors, various kinases).147 So how are these to be distinguished?148


  Recall that both extinction and reconsolidation depend on protein synthesis for long-term retention of a new memory. Building on this, Yadin Dudai and colleagues conditioned groups of animals in one of two ways on day one, and then presented the CS the next day to retrieve the memory on day two.149 The memory was then tested on day three. For one of the groups, the conditioning procedure was such that the CS presentation during the retrieval trial on day two produced extinction learning, as judged by the absence of the conditioned response the third day. For the other, CS presentation during the retrieval trial on day two did not produce extinction, because the conditioned responses were strongly expressed the next day. The key issue is what happened to the conditioned responses in these two groups on day three when protein synthesis was blocked on day two. For the group that normally extinguished on day two, strong conditioned responses were expressed on day three (protein synthesis inhibition on day two thus blocked the consolidation of extinction memory, and the conditioned response acquired on day one persisted on day three). For the other group, however, conditioned responses were not expressed on day three (protein synthesis inhibition on day two thus blocked reconsolidation and thus prevented the expression of conditioned responses on day three). Thus, whether protein synthesis blockade on a given exposure to a CS disrupts extinction consolidation or instead disrupts reconsolidation of the original threat memory depends on the dominance of extinction versus reconsolidation processes during retrieval; these compete to determine how a memory is expressed.150 This is Dudai’s theory of the dominant trace.151


  From a therapeutic point of view, this interaction between extinction and reconsolidation could complicate potential treatments, especially because the same drugs affect both extinction and reconsolidation.152 It might be necessary, though tricky, to coordinate drug delivery in relation to the timing of exposure in order to target the exact memory process and achieve the intended therapeutic effect rather than an unintended consequence.


  Reconsolidation Without Drugs


  Many important findings are discovered accidentally, as was the case with one of Marie Monfils’s studies in my laboratory153 (Figure 11.6). For reasons unrelated to the conditions of the actual experiment, she inserted a short break between the first and second trial of an extinction procedure. When she then tested for spontaneous recovery and renewal, she found that they did not occur. This led to much discussion in the laboratory, and the idea arose that inserting a gap between the first and second trials may have led the brain to effectively treat the first trial as a reconsolidation trial.154 In other words, it made the threat memory vulnerable to change for the next four to six hours, so that doing extinction during that time period changed the stimulus from a predictor of danger to a predictor of safety. Indeed, if the space between the first trial and second trial was between ten minutes and about four hours, the threat memory never returned. But if the window was less than ten minutes or longer than six hours, it did return. It thus seems that some rapid molecular mechanism is engaged and opens the reconsolidation window, and then lasts several hours. Monfils’s initial study implicated a subgroup of glutamate receptors; later, in Richard Huganir’s laboratory at Johns Hopkins, Roger Clem clarified in detail how glutamate receptors participate in this process of triggering memory lability and stabilizing a new (updated) version of the memory by using state-of-the-art molecular genetic techniques.155
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  Figure 11.6: Improving Extinction by Combining Extinction and Reconsolidation in Rats and Humans.


  (BASED ON FINDINGS REPORTED BY MONFILS ET AL [2009] AND SCHILLER ET AL [2010].)


  We then set up a collaboration with Liz Phelps’s laboratory, with Daniela Schiller taking the lead. The studies confirmed the rat findings in college students who underwent conditioning and then received one retrieval trial followed by an extinction procedure ten minutes, one hour, or six or more hours later. The ten-minute and one-hour time periods prevented recovery even when tested a year later, but the later time period had no effect.156 Studies by Schiller and others in the Phelps laboratory extended the psychological findings but also implicated the PFCVM—in fact, the same region involved in extinction and implicit reappraisal—in this use of extinction to update the memory of the threat stimulus as safe rather than dangerous.157


  Based on the studies by Monfils and Schiller, extinction during the reconsolidation window has been proposed as a mechanism of action underlying a novel approach for treating combat PTSD.158 Addiction researchers also picked up on Monfils and Schiller’s work, and tested the effects on drug cue–induced relapse in addicted rats and people.159 In both rats and humans, the procedure produced a persistent prevention of relapse. This is an impressive application of a simple but powerful procedural change.


  It should be stressed that all that was done in these studies was to change the amount of time between the first and second trial of extinction. No drug manipulation was involved, but only a procedural change that inadvertently took advantage of the reconsolidation window opened by a single retrieval trial. It’s very exciting that a very simple adjustment in the timing of stimulus exposures has the potential to greatly improve the effectiveness of exposure therapy. Although not all studies have found the effect as described,160 there have been a number of successful replications in different species and different kinds of tests. Additional research will have to clarify the conditions under which the effect can be expected to occur.


  Any future clinical applications of these methods should follow the laboratory procedures as closely as possible, including the minimization of explicit cognition. This will make it easier to replicate the animal findings in humans and may also be significant for preventing interference when multiple processes compete for brain resources.


  Zipping Memory


  Another approach to memory erasure has come from work on an enzyme called PKMzeta. Todd Sacktor at SUNY Downstate, Brooklyn, discovered that he could enhance synaptic plasticity in the hippocampus by using this enzyme, and could disrupt plasticity with a chemical called ZIP (zeta inhibitory peptide).161 This led him to explore, with Andre Fenton (now a colleague at NYU), the role of PKMzeta in hippocampal-based memory.162 They found that ZIP, given long after learning, eliminated the conditioned memory. Many studies followed in the amygdala, neocortex, and other areas, confirming the effect.163 Although these findings suggest that ZIP may be a potentially powerful tool for changing memory, there is a catch. Procedures based on memory reactivation and reconsolidation can target specific memories through their individual reactivation—injection of a protein synthesis inhibitor into the LA affects only the reactivated memory, leaving other memories stored in the LA intact. But ZIP interferes with all memories that are stored in the region where the drug is infused. In order for PKMzeta manipulations to be useful therapeutically, some means of selectively affecting specific memories would be needed.


  TRUMPING EXTINCTION WITH PROACTIVE AVOIDANCE


  After 9/11 many people in New York and elsewhere seemed to cope with the consequences of the terror attacks by staying close to home and avoiding the routines of daily life, such as work, school, and social interactions.164 Indeed, they seemed pathologically glued to their televisions, watching the planes fly into the towers over and over again as one news program transitioned to the next.


  Avoidance, as we’ve seen, is generally viewed in a negative light by the mental health community. But I teamed up with a psychiatrist, Jack Gorman, to write an editorial in the American Journal of Psychiatry suggesting that some forms of avoidance can be thought of as an adaptive and useful strategy, as a means of actively coping with and gaining mastery over anxiety and its triggers.165 The editorial was based on studies that we had done in the laboratory using the escape-from-threat procedure (see Chapters 3 and 4) in rats.166 In brief, we conditioned the rats in the usual way to a tone and shock and then moved them into a new situation in which the tone was again presented. If they made any movement at all, the tone was terminated. These movements were thus reinforced by the fact that they allowed escape from the threatening tone. Over the course of a few trials, the rats learned that if they scampered to the opposite side of the chamber as soon as they were placed in it, the tone never appeared. The rats, in short, learned to control their environment and its threat triggers by taking action.


  A key part of the study was that it also involved a separate group of rats, called yoked controls.167 Each went through the same procedure as the experimental animals, but in a separate chamber. They received the same stimulus presentations as the experimental rats, but only the experimental rats’ behavior was allowed to control the CS. By the end of training neither group exhibited freezing to the CS. Freezing in the experimental group was eliminated by giving them active control over the CS occurrence, but in the yoked rats freezing was eliminated passively by extinction since the CS was not followed by the US (remember, the yoked animals received the same stimuli as the other group, the behavior of which prevented the US from occurring). When we tested spontaneous recovery and reinstatement in both sets of rats, the group that stopped freezing because of extinction again froze (recovered the CS-US association), but the group that stopped freezing because they learned to control the CS did not. Active behavioral engagement and control seem to be more effective than extinction in preventing the ability of the threat to start triggering defensive reactions again.


  As described in Chapter 4, the way that active control seems to work is by preventing the CS from driving the LA to the CeA pathway, and instead directing the LA outputs to the BA, and the BA outputs to the nucleus accumbens. Through these connections, the CS functions as a negative reinforcer, a stimulus that strengthens the behavior that eliminates the aversive stimulus (see Chapters 3 and 4).


  In our editorial Gorman and I argued that in the wake of 9/11 or other traumatic situations, each time people went to work or met with friends, they moved away from being frozen in place and passively avoiding life and took a step toward active coping. Our ideas on active coping resonated with the work of the trauma therapist Bessel van der Kolk, who found that in traumatized individuals training in active coping could help overcome the dominant tendency for exaggerated freeze-flight-fight reactions.168


  The use of such strategies may help explain why resilient individuals adapt quickly following a trauma. Work by George Bonanno has demonstrated that resilient individuals tend to have a large repertoire of active coping options, are adept at choosing ones that are appropriate to a particular context, and are good at using feedback from their environment to adapt their strategies as needed.169 Training with active coping strategies could help traumatized individuals learn behaviors that resilient individuals use naturally.


  Our rats were avoiding the tone and the adverse consequences it warned about. When avoidance involves behaviors and thoughts that directly engage with stress-related cues and events in order to change their impact and enable the organism to exert control over them, it is a useful form of avoidance, a form of active coping.170 I wrote a series of pieces for the New York Times Opinionator series on anxiety, the last of which was about active coping.171 In this article, I used the term “proactive avoidance” to describe behaviors and thoughts that directly engage with anxiety triggers in order to change, through learning, their impact and thereby help the organism exert control. (The term “agency,” as used in the therapeutic community, seems to have a similar meaning.) This kind of strategy combines self-exposure to anxiety-provoking situations with strategies for gaining control over the trigger cues. Michael Rogan,172 a former researcher in my laboratory and currently a therapist who specializes in social anxiety, suggests that rather than forcing oneself to ride out anxiety at a party (flooding), it’s more effective to use anxiety control strategies, such as relaxation and active coping (e.g., trips to the bathroom or stepping out to make a call), that enable regrouping before reexposure. Exposure can therefore be achieved in a way that allows instrumental learning to be reinforced by the successful regulation of defensive responses (Figure 11.7). This does not contradict my earlier warning about not attempting to accomplish too much at once, because the reduction of defense responses triggered by the threatening social stimulation is necessary to reinforce instrumental learning. This strategy, it should be noted, circumvents the question of whether the triggers have been learned or not (see above), because the goal is to reinforce active control behaviors that reduce the responses elicited by the cues, regardless of their origin.
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  Figure 11.7: Active Coping.


  (BASED ON IDEAS DEVELOPED BY LEDOUX AND GORMAN [2001] AND LEDOUX [2013].


  For the most part, animals have to learn avoidance behaviors via trial and error. We humans likewise learn through instrumental reinforcement processes (implicit learning), but we’re also able to use observation and instruction to explicitly learn to avoid.173 Through these approaches, or by sheer imagination, we create avoidance concepts or schemas, and when in danger we draw upon these stored action plans. Then, when we encounter threats, they can trigger the avoidance schema and motivate performance of the response. Given the hypersensitivity of anxious people to threats, learned or schematized avoidance can be easily triggered and drive behavior in pathological ways, but proactive avoidance schemas can function as part of one’s repertoire of coping skills. Shifting the balance from pathological to adaptive (proactive) avoidance is the key, and though it’s not easy to accomplish, understanding the difference between the two is a valuable first step.


  BREATHING AWAY ANXIETY


  Your brain usually takes care of breathing for you,174 so that you don’t normally have to think about it at all. For example, if you exert physical effort—say, while jogging—your respiratory rate speeds up to take in more air, allowing more oxygen to be extracted and brought into the bloodstream to help with the metabolic processes that generate energy by using oxygen to break down glucose.


  Breathing on autopilot is controlled by respiratory circuits in the medulla and pons of the hindbrain that connect to the muscles of the lungs.175 Neurons in these are sensitive to CO2 and acidity (see earlier discussion), and this plays a key role in their control over the contraction of the diaphragm muscles, which in turn control the amount of air we take in to balance CO2 and oxygen in our body. In addition to this automatic breathing control, we also have voluntary control of air intake and how fast or slow we breathe. Singing involves voluntary breath control, as does playing a flute, saxophone, or harmonica. Conscious control of this process is achieved by interactions between the executive control functions of the neocortex and the neurons in the medulla–spinal cord that control breathing.176


  When someone is stressed, it is common to advise, “Just take a deep breath.” This folk wisdom has a grain of truth to it. During stress the sympathetic nervous system dominates, overshadowing the parasympathetic system. The result is fast heart rate, but low heart rate variability, and shallow breathing.177 When one breathes in the slow, measured way that is commonly taught in meditation, yoga, and relaxation training, the vagus nerve, which controls the parasympathetic nervous system, becomes more active, and the balance between the sympathetic and parasympathetic system improves. As a result, heart rate variability increases, and the times when it is somewhat slower provide windows of opportunity exists for automatic processes to drive heart rate down and thus reduce elevated blood pressure and other sympathetic responses.178


  Because it is an easy and free way to have some power over anxiety, everyone should learn to do this. In fact, I believe that instruction in the use of controlled breathing should be a major part of early education, something that children can be trained to do to the point that it becomes a habit that is simply expressed when any sign of tension arises. This simple trick, if built into one’s life early, before major problems arise, could greatly reduce the adverse consequences of uncontrolled stress in childhood.179


  MAKING WORKING MEMORY “SELF-LESS”


  In the 1960s meditation was often thought of as a hippie fad, just another example of the fascination with all things Eastern and/or mystical. But eventually meditation became a mainstream phenomenon. Along with relaxation, reappraisal, exposure, and coping strategies, some cognitive therapists today use meditation, or what is called mindfulness, as part of the therapeutic program. In the cognitive therapy called acceptance and commitment therapy,180 the patient is encouraged to be mindful (present in immediate experience) and to accept rather than react to, judge, and change thoughts and experiences.


  So what goes on in the brain in meditation? James Austin, author of Zen and the Brain, describes meditation as “a relaxed attentive state” that “helps . . . relieve us from self-inflicted trains of thought.”181 Discussions of meditation often mention the removal of the “the self,” as exemplified in expressions such as “no mind” or “no self.”182 But this does not mean a blank mind so much as a mind that is free from what Austin calls “thought pollution.”183 When the “incessant chatter” drops out, what remains is “the present moment.”184


  Although Austin’s ideas are speculative, in recent years meditation has become the subject of a great deal of research that is grounded in basic principles of modern neuroscience and cognitive psychology. According to Richard Davidson and Antoine Lutz, leaders in this field, meditation is a “family of complex emotional and attentional regulatory strategies for . . . the cultivation of well-being and emotional balance.”185 One style of meditation called focused attention involves sustained concentration on some object or thought, whereas another, open monitoring, involves observing experiences moment to moment and nonre-actively. Often both styles are used in an individual’s practice.


  It is significant that meditation training often starts with training in breathing. Control of breathing, as we have just seen, can have a palliative effect on anxiety,186 which helps prepare the mind for the more intensive activity of trying to be “in the present.” In the book Zen Training, which I have mentioned previously, Katsuki Sekida points out that it is easy to concentrate while holding one’s breath, because tension in the respiratory muscles sustains attention. Although we can hold our breath for only a short time, by learning to breathe using the methods employed by Zen masters, Sekida explains, breathing can be controlled in successive repeated cycles that make sustained attention possible. This, he proposes, occurs by way of the influence of the act of breathing on the reticular formation (what we now call arousal systems). As noted in other chapters, by releasing neuromodulators, arousal systems regulate attention and vigilance functions controlled by cortical areas. Interestingly, controlled breathing also sends messages to arousal systems by way of the ascending vagus nerve, doubling up on the ability of breathing to affect arousal.


  In light of the fact that attention has appeared repeatedly in this discussion of meditation, it is interesting to consider findings from studies that have measured brain activity using fMRI while people meditate. This is challenging research to carry out, because being in an fMRI machine is about as far removed as possible from the kind of serene, quiet environment in which meditation is often practiced. Yet a number of studies have been conducted in people with various degrees of training in meditation, from skilled monks to novices. Brain areas of the CCNs involved in attention and working memory, including various areas of the frontal (lateral, medial, orbital, cingulate, insular) and parietal cortices, are often implicated.187 In addition, the brain’s so-called “default network,”188 which is engaged when the brain is doing nothing in particular (such as daydreaming), is sometimes also involved. A leading researcher in this area, Peter Malinowski, has developed a model of the brain and meditation in which five cognitive processes, each related to a different brain circuit, are involved: orienting, alerting, salience, executive, and default mode.189 This seems to be a useful scheme to guide future research.


  Now for an exercise in pure speculation: Through controlled breathing, arousal systems are engaged in such a way as to enable sustained attention via working memory networks. Because the breathing process can be trained to the point that it becomes habitual and does not require executive control to be carried out, executive control can then be used solely for attentional control of the contents of working memory. Although we have discussed attention in the context of selecting what enters working memory, selection, by definition, also includes exclusion. Executive functions might therefore be capable of preventing information from entering working memory. Studies have indeed shown that people can be trained to ignore particular stimuli or memories.190 By isolating working memory from external stimuli and memories about the self (episodic memory and autonoetic consciousness), a sustained focus on the free flow of unselected thought, supported by breathing-induced control of the arousal system, might be maintained. This would be a kind of pure state of “self-less” working memory (Figure 11.8).
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  Figure 11.8: Meditation and Working Memory.


  The hypothesis depicted here builds on the established role of working memory in cognition (monitoring, selecting, focusing, controlling). These processes determine what occupies working memory and constitutes the content of immediate conscious experience (images, thoughts, feelings) and drives one’s self-narrative. During meditation, working memory uses these same cognitive processes to prevent inputs from entering working memory, allowing the mind to be present in the moment and nonjudgmental, and free of an ongoing self-narrative.


  How might this scenario of self-less working memory help relieve fear and anxiety? Feelings of fear and anxiety, I’ve argued, are states of autonoetic consciousness, and are thus about the self. If indeed the neural circuits that provide working memory with the ingredients required to experience these feelings have effectively been controlled via meditation, this “self-less” mind cannot feel fear or worry in the sense of a personal experience. With extensive training, one might learn to call upon this self-less mind state when the possibility of threat or worry arises, and thus short-circuit the cognitive construction of feelings of fear or anxiety. By using this kind of mental posture, we are better able to think and act in ways that are more “aware,” “nonjudgmental,” and “in the present,” and to achieve the beneficial effects of meditation on physical and mental well-being.191


  Buddhist teachings have long emphasized the importance of being less “self-involved.” When we are fearful and anxious, we are concerned about our self and its well-being. These are autonoetic thoughts about one’s health, family, friends, wealth, life, death, and so on. Our conscious self, according to Mark Epstein, who is a Buddhist psychoanalyst, will do almost anything to maintain the independence, power, control, or success that it has achieved, even if to do so other people, other cultures, or the world has to suffer.192 A healthier approach, Epstein says, is to let go of the “absolute self” that we construct and recognize our broader role in life.


  Learning to meditate can be a challenging task, but it is obviously a skill that is within the capacity of our species. Individuals who are inherently relaxed and low in anxiety may have a particular penchant for preventing the outer world or inner worries from dominating their thoughts. Perhaps those who first discovered this practice and its benefits were naturally endowed with the propensity and learned to pass it on to others through training. Not everyone has the time and motivation to spend years attaining the highest levels of training possible. However, learning simple relaxation and breathing strategies that are a key part of mindfulness and meditation practice is not especially difficult or time consuming and likely can benefit most if not everyone who puts in a minimal amount of effort.


  THE ANXIETY OF EVERYDAY LIFE


  Autonoetic consciousness is our best friend and worst enemy. It enables us to write and revise our narrative, our self-story, as we live each moment of each day. It also enables us to fill in the blanks of our future self. The way we fill in those blanks is an important element in our overall outlook on life. Fearful, anxious people see troubles ahead and lead their lives dwelling on worst-case scenarios that often do not come to pass. They believe that worrying gave them the power to execute plans that prevented the bad things from happening in the past. But just as the brain can learn to be anxious, it can also learn to not be that way. Although some people are by their natures more anxious than others, ever-increasing anxiety doesn’t have to be their destiny. Change is difficult, and for a variety of reasons it’s more difficult for some people to change than others. But the brain is adaptable. It’s just a matter of being able to make those changes happen. That’s where the science of fear and anxiety can hopefully help. Although we’ve come a long way in this effort, we still have a ways to go. But with clear, empirically grounded concepts, new scientific tools, good ideas, and future generations may be less inclined to think of theirs as the age of anxiety.
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