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Preface

In this book we are trying to illuminate the persistent and nag-
ging questions of how mind, life, and the essence of being relate
to brain mechanisms. We do that not because we have a commit-
ment to bear witness to the boring issue of reductionism but be-
cause we want to know more about what it’s all about. How, in-
deed, does the brain work? How does it allow us to love, hate,
see, cry, suffer, and ultimately understand Kepler’s laws?

We try to uncover clues to these staggering questions by con-
sidering the results of our studies on the bisected brain. Several
years back, one of us wrote a book with that title, and the ap-
proach was to describe how brain and behavior are affected when
one takes the brain apart. In the present book, we are ready to put
it back together, and go beyond, for we feel that split-brain studies
are now at the point of contributing to an understanding of the
workings of the integrated mind.

We are grateful to Dr. Donald Wilson of the Dartmouth Medi-
cal School for allowing us to test his patients. We would also like to
thank our past and present colleagues, including Richard Naka-
mura, Gail Risse, Pamela Greenwood, Andy Francis, Andrea El-
berger, Nick Brecha, Lynn Bengston, and Sally Springer, who have
been involved in various facets of the experimental studies on the
bisected brain described in this book. Thanks also to Ellen Fried-
man, who suffered through the typing and retyping. Finally, and
most importantly, our profound thanks to the patients who continue
to give their time and energy to our enterprise. They have taught us
a lot more about life than we have been able to set forth in this book.

Michael S. Gazzaniga and Joseph E. LeDoux
New York, N.Y.
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The Split Brain and
the Integrated
Mind

The foremost objective of the brain sciences is, of course, to deter-
mine the relation between mind and brain. Our particular approach
to the problem focuses on the neurological and psychological con-
sequences of disrupting the dynamics of interhemispheric interac-
tions, and in this first chapter we will briefly consider the historical
antecedents of our current studies of the split brain.

SPLITTING THE BRAIN

The corpus callosum, the largest fiber tract in the human
brain, contains over 200 million neurons that interconnect the left
and right cerebral hemispheres (Figure 1). As late as the 1940s,
the callosum was considered an enigma by neurologists and neuro-
surgeons and was the structure discussed most often when an ex-
ample was sought to show how little was known about the brain.
The general consensus was that the ‘‘great cerebral commissure’’
could be sectioned and destroyed without apparent consequence.

It was in this context that the original experiments on the split
brain were carried out in the cat by Ronald Myers and Roger
Sperry at the University of Chicago. Myers had successfully devel-
oped the surgical technique of splitting the optic chiasm, thereby

1
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FIGURE 1. The forebrain commissures. The corpus callosum is known to be
functionally divided in a manner that finds the interhemispheric fibers coursing
through the posterior area, or splenium, to be projected primarily to the occipital
lobe. As shown, the body of the callosum projects to the parietal lobe, and the
anterior regions interconnect the frontal lobes. The temporal lobe is intercon-
nected via the anterior commissure and the caudal parts of the body of the cal-
losum.

allowing visual information presented to the right eye to be exclu-
sively projected to the right hemisphere and input to the left eye to
be similarly directed to the left hemisphere. He then observed that
when such cats were monocularly trained on visual discrimination
problems, the animals could perform the task using the untrained
eye alone. In other words, surgical section of the optic chiasm
failed to prevent interocular transfer, and this could only mean that
the interocular integration had taken place somewhere inside the
brain. The most obvious neurological candidate for the next
surgery was the corpus callosum. The surgical and behavioral
procedures were carried out, and this study, which gave birth to
the split-brain paradigm, demonstrated that following midline divi-
sion of the optic chiasm and corpus callosum of the cat, discrimi-
nations trained to one half of the brain left the other side naive.
Still, however, these results stood in marked contrast to the
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earlier studies of A. J. Akelaitis, who had examined a series of
some 26 patients with the corpus callosum and anterior commis-
sure completely or partially sectioned in an effort to control the in-
terhemispheric spread of epileptic seizures. In an extensive series
of studies, he purported to show that sectioning these structures
did not result in any significant neurological or psychological
sequels. This point was made—and it emerged as the dominant
view—even though there were several contradictory reports in the
literature showing disconnection effects as a result of having the
callosum sectioned or rendered nonfunctional by a tumor or the
like. It was also generally considered that cutting the callosum did
not, in fact, help control epilepsy.

Then, in 1960, Dr. Joseph Bogen, who at the time was a resi-
dent at White Memorial Hospital in Los Angeles, proposed, after a
careful review of Akelaitis’s studies, that the brain could be split
for the purpose of controlling the interhemispheric spread of epi-
lepsy. His hunch that the surgery should work proved largely cor-
rect. It was his first patient, W.J., that was extensively studied
both pre- and postoperatively on a host of psychological tests that
were devised at the California Institute of Technology. In subse-
quent studies of W. J. and other patients in the Bogen series, a
variety of striking and dramatic effects were observed®.

SPLITTING THE MIND

One of the immediate and compelling consequences of brain
bisection was that the interhemispheric exchange of information
was totally disrupted, so that visual, tactual, proprioceptive, audi-
tory, and olfactory information presented to one hemisphere could
be processed and dealt with in that half-brain, but these activities
would go on outside the realm of awareness of the other half-
cerebrum. Thus, the data confirmed the earlier animal work by
Mpyers and Sperry but were, in a sense, more dramatic, in that only
processes ongoing in the left hemisphere could be verbally de-
scribed by the patients, since it is the left hemisphere that normally
possesses the natural language and speech mechanisms. Thus, for
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example, if a word (such as spoon) was flashed in the left visual
field, which is exclusively projected to the right hemisphere
in man (Figure 2), the subject, when asked, would say, *‘I did
not see anything,”” but then subsequently would be able, with the
left hand, to retrieve the correct object from a series of objects

LEFT RIGHT

TEMPORAL HEMIRETINA TEMPORAL HEMIRETINA

OPTIC NERVE

OPTIC CHASMA

OPTIC TRACT

RIGHT VISUAL FIELD LEFT VISUAL FIELD

FIGURE 2. The anatomical relationship that must be clearly understood in a
consideration of visual studies on the bisected brain are shown here. Because of
the distribution of fibers in the optic system, information presented to each eye is
projected almost equally to both hemispheres. In order to assure that information
is presented to only one hemisphere, the subject must fixate a point. As a conse-
quence of the anatomical arrangement shown here, information projected to the
right visual field goes only to the left hemisphere, and vice-versa.
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placed out of view (Figure 3). Furthermore, if the experimenter
asked, ‘“What do you have in your hand?’’ the subject would
typically say, “‘I don’t know.”” Here again, the talking hemisphere
did not know. It did not see the picture, nor did it have access to
the stereognostic (touch) information from the left hand, which is
also exclusively projected to the right hemisphere. Yet, clearly,
the right half-brain knew the answer, because it reacted appropri-
ately to the correct stimulus.

That each half-brain could process information outside the
realm of awareness of the other raised the intriguing possibility
that the mechanisms of consciousness were doubly represented fol-
lowing brain bisection. The implications of this controversial pos-
sibility were far-reaching and attracted the interest of philosophers
and scientists alike. However, while the conscious properties of
the talking hemisphere were apparent, the view that the mute
hemisphere was also deserving of conscious status was widely crit-
icized and generally rejected. Consequently, subsequent studies
focused on elucidating the nature of information processing in the
right hemisphere.
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FIGURE 3. The basic testing arrangement used for the examination of lateralized
visual and stereognostic functions. See text for explanation.
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THE SPLIT BRAIN IN TRANSITION

A variety of studies moved ahead to show that the right hemi-
sphere possessed superior skills on some nonverbal tasks, such as
in drawing and copying designs and in arranging items to construct
complex patterns. In a general way, the left half-brain seemed to
be the hemisphere of choice for verbal processing, with the right
hemisphere excelling in certain nonverbal situations.

Then, in the late 1960s and early 1970s, the basic claims con-
cerning hemisphere functioning underwent a radical change. There
arose a barrage of popular and overdramatized accounts of the
uniqueness of mind left and mind right. These representations of
the implications of the split-brain observations gave rise to a cult-
like following and were largely written by people who had never
seen a patient, but they were fed, in part, by new studies carried
out by those directly involved in the experimental enterprise. We
believe that these ‘‘pop’’ versions of hemisphere function are in
error, and a good deal of the business of this book is to reestablish
a basic, sober framework for considering studies on cerebral com-
missurotomy.

OPPORTUNITIES FOR VALIDATION AND THEORETICAL
ADVANCES: THE WILSON SERIES

In early 1970, Donald Wilson of the Dartmouth Medical
School commenced a new series of commissure-sectioned pa-
tients>. Using a different surgical approach, Wilson, in the first
phase of the series, variably sectioned the entire corpus callosum
and anterior commissure. In the second and current phase, only the
corpus callosum is sectioned, with the anterior commissure explic-
itly left intact3.

The neuropsychological assessment of these patients, both
pre- and postoperatively, is a unique research opportunity that has
fallen to our laboratory (Figure 4). The results of the studies thus
far completed, as well as the results of a variety of independent
studies, are presented in the following pages. These data allow for
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FIGURE 4. Testing of the Wilson series of patients has involved logistical as well
as scientific considerations. Most of the patients live in the greater New England
area, and each is privately tested in our specially designed mobile unit. Tachisto-
scopic, dichotic, and assorted other testing procedures are carried out and recorded
on video tape. Figure reprinted from M. S. Gazzaniga, G. L. Risse, S. P.
Springer, E. Clark, and D. H. Wilson, 1975, Psychologic and neurologic conse-
quences of partial and complete cerebral commissurotomy, Neurology 25:10-15.

what we feel are new interpretations of inter- and intrahemispheric
mechanisms, but more importantly, these data allow us to extend
the implications of split-brain studies beyond lateralization and
toward an understanding of the nature and mechanisms of the in-
tegrated mind.

REFERENCES
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The Nature of
Interhemispheric
Communication

The human brain is organized so that two potentially independent
mental systems exist side by side. When separated by the slice of a
surgeon’s knife, each resulting half-brain possesses its own capaci-
ties for learning, emoting, thinking, and acting. Yet, with the
forebrain commissures intact, these potentially independent neural
spheres work together to maintain mental unity.

In this chapter, we explore the fascinating role of the corpus
callosum and the anterior commissure in the maintenance of men-
tal unity. Our goal is to specify the essence of commissural func-
tion by elucidating the ‘‘what,”” ‘‘why,” and ‘‘where’’ of in-
terhemispheric communication. We begin this quest billions of
years ago in the sea.

LR]

WHAT TRANSFERS AND WHY?

A paleoniscid swims in its prehistoric aquarium in search of
food. A suitable prey is detected in the right visual field, moving
rapidly to the left. Before the primitive vertebrate can change its
course, the prey crosses the visual midline and enters the left vi-
sual field. Because the optic projections of the fish are crossed, the
right visual field is seen by the right eye and the left half-brain,

9



10 CHAPTER 2

and vice versa. Does this mean that when the prey moves out of
one visual field and into the other, the neural control over the
chase switches from an informed to a naive half-brain? Hardly!
The commissural system (which is more accurately called a
system of decussations in nonmammals) provides each half-brain
with a copy of the sensory world directly observed by the other
hemisphere. It is by way of this incredible feat of neural engineer-
ing that the integrated organism responds to sensory stimulation
selectively channeled to one half of the brain. This ancient ver-
tebrate blueprint is as relevant for the fish as it is for man.
Consider case D.H. Prior to surgery, D.H. could, without the
aid of vision, find an object with one hand that had only been felt
by the other. After surgery, however, he could no longer ac-
complish this simple task. Tactual information in the left hand and
the right hemisphere remained isolated from the right hand and the
left hemisphere. Yet, when a visual stimulus, such as the picture
of an apple, was lateralized to either hemisphere, either hand could
manually retrieve the apple, unaided by visual exploration. This
unique phenomenon is attributable to the fact that D.H.’s anterior
commissure was intentionally spared by the surgeon. Because this
interhemispheric bundle contains visual fibers but not somatosen-
sory fibers, D.H. was tactually split but not visually split. So, re-
gardless of which hemisphere saw the apple directly, both ulti-

FIGURE 5. The specificity of func-
tions in the fully developed cerebral

‘J commissures is quite remarkable.

= Surgical section of the corpus cal-
losum in case D.H. found visual in-
formation transferring through the
remaining anterior commissure.
Tactile information does not trans-
fer. Predictably, however, visual-
tactile matches can be carried out
(see text).

s
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mately had access to the visual input. As a consequence, either
hemisphere could tactually retrieve the apple in response to the lat-
eralized visual cue.

These observations suggest that the commissures shuttle sen-
sory messages between the hemispheres, and this conclusion is
consistent with the physiological properties of the interhemispheric
pathways!~®. Tactual information from the left hand reaches the
right hemisphere by direct sensory channels but reaches the left
hemisphere by commissural channels. Similarly, the contralateral
visual field is represented in a hemisphere directly, while the ipsi-
lateral representation is by way of the commissures. This phenom-
enon leads us to ask whether the sensory sphere created by com-
missural transmission is as complete as the sphere set up more di-
rectly. Alternatively, is information lost during interhemispheric
transfer?

The Commissural Sensory Window: Its Scope and Limits

Several lines of evidence have suggested that the information
reaching a hemisphere by way of the commissural sensory window
is limited relative to direct sensory channels. The first claim came
from Myers, who found that the monocular training of optic-
chiasm-sectioned cats, followed by section of the corpus callo-
sum, leaves the untrained hemisphere capable of performing *‘sim-
ple’’ but not more ‘‘complex’’ tasks ®~!2, The inference from these
studies has been that the commissures serve as a filter that trans-
mits limited information. While simple visual cues leak across dur-
ing training, more complex information remains lateralized.

Comparable experiments on primates have demonstrated that,
except under special conditions'3, the unilateral training of one
hemisphere results in the formation of engrams in both hemi-
spheres, regardless of the discriminative complexity of the stimu-
li'* 15 These studies have suggested, however, that the commis-
surally established memory lacks the strength of the engram
formed in the trained hemisphere. While on the surface such re-
sults point to commissural transmission limits, control tests have
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suggested that the deficits seen are performance rather than transfer
deficits ', a finding that highlights the methodological inadequacy
of using a learning measure as an index of sensory transfer.

When transfer is studied in human subjects, where no training
as such is needed to measure interhemispheric communication,
complete transfer is found. Again, consider D.H., our partial-com-
missurotomy case who is tactually split but is visually intact.
When complex visual stimuli are presented exclusively to the left
visual field, D.H. is capable of giving a running verbalization'®.
Here, he uses the speech mechanisms of his left hemisphere to
describe visual images seen directly by the right hemisphere alone.

Clearly, then, it would seem that Myers’s experiments on the
cat and the inferences from them about the nature of the commis-
sural code are inappropriate for monkey and man, and method-
ological considerations render the conclusions, even for the cat,
somewhat dubious'?. The behavioral data thus fail to clearly dem-
onstrate commissural transmission limits and in fact suggest that
the evidence for such limits is more apparent than real.

On the other hand, it is commonly argued that there is a phys-
iological basis for the idea that there are severe limits on the com-
missural transfer mechanism. The argument is that while the con-
tralateral visual field is fully represented in each hemisphere, the
representation of the ipsilateral field, which is provided by the
splenium of the callosum, is equivalent to a narrow slit near the vi-
sual midline®~'*. This argument is based on the finding that the bi-
lateral cells in the visual cortex that give rise to and receive callo-
sal fibers have very narrow ipsilateral receptive fields, subtending
only a few degrees of visual arc’~®. However, retinal acuity drops
rapidly within a few degrees of arc from the fovea, and this de-
crease corresponds with the decrease in density of cones with in-
creasing lateral distance from the fovea'®. Thus, although the cal-
losal representation of the ipsilateral hemifield is limited relative to
the size of the whole hemifield, it is more than sufficient to accom-
modate that portion of the visual field seen with the greatest
acuity. Furthermore, visual commissural connections also arise
and terminate in the inferior temporal cortex, where bilateral cells
have been found that extend more than 35° into the ipsilateral vi-
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sual field!®. Thus, it is apparent that commissural fibers are capa-
ble of transmitting as much information as can be accurately per-
ceived in the periphery (if not more). In addition, eye movements
are continuously directing relevant aspects of the visual world to
the cone-dense and commissurally rich foveal region.

These observations leave us, on the whole, doubting whether
there are severe limits in the capacity of the commissures to trans-
mit sensory information from one half-brain to the other. In fact,
the data actually suggest that the view of the world created in a
hemisphere by direct sensory channels is largely duplicated in the
contralateral hemisphere by way of the commissural sensory win-
dow. With this conclusion, we leave the topic of sensory transfer
and turn to the question of what else transfers.

What Else Transfers?

The idea that engrams themselves might transfer dates back to
the pioneering studies of Myers and Sperry?°. When these inves-
tigators first identified the forebrain commissures as the neural sys-
tem subserving interhemispheric communication, they described
the effect as the ‘‘interhemispheric transfer of training,”” which
implies that it is the fruit of training—the engram for the task—
that transfers. Yet, it should be obvious that the simpler concept of
sensory transfer readily accounts for the data. When one hemi-
sphere is trained and the commissures are intact, the trained hemi-
sphere learns by direct sensory exposure, while the untrained
hemisphere learns by commissural sensory exposure. Thus, the
transfer-of-training notion reflects the methodological conditions
under which the phenomenon was first demonstrated more than it
does the underlying neuropsychological reality of interhemispheric
communication. Nevertheless, the notion of engram transfer per-
sisted, and the cortical spreading-depression technique emerged in
the split-brain setting with the hope that it would demonstrate
mobile memories.

Although investigators claim to have demonstrated engram
transfer?!, numerous technical and methodological problems haunt
the spreading-depression technique??-23, In a convincing review,



4 CHAPTER 2

FIGURE 6. During the course
of the angiography procedure,
sodium amytal is injected. The
effect is to anesthetize one half-
brain exclusively, but only for
a short period of time (see text).

Petrinovich?* concluded that the contradictory and inconclusive
nature of existing studies questions the usefulness of the procedure
in precisely elucidating the mechanisms involved in the formation
and transfer of memory traces. We could not agree with him more.

Gail Risse has recently approached the problem of engram
transfer by running a variation of the traditional carotid amytal
tests23. These tests are carried out only when cerebral angiography
is medically prescribed. In short, the left hemisphere is put to
sleep while a specific engram is laid down in the right hemisphere
by having the subject tactually palpate a common object with his
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left hand. When both hemispheres are again awake, the patient is
asked to name the object that was in his left hand. The typical
response is that he does not know. The patient (or at least his left
hemisphere’s verbal system) continues to reject all knowledge of
the object, even when pressed by the examiner. However, he read-
ily selects the object when provided with a nonverbal means of
responding. These data suggest that engrams selectively laid down
in one hemisphere remain inaccessible to the awareness of the
other half-brain. Only when the *‘trained’’ hemisphere is given a
chance to respond is there any indication that the information was
stored at all. One interpretation of these data is that engrams laid
down in one half-brain cannot be accessed by the other side. That
is, engram transfer does not occur.

Why should the commissures transfer sensory but not mne-
monic information? By and large, commissural connections are
homotopic, so that the fibers arise and terminate in the same gen-
eral location but in opposite hemispheres (see Figure 7). A sub-
stantial proportion of the interhemispheric fibers arise and termi-
nate in areas with specific sensory-perceptual functions. As a
consequence, cross talk between these areas occurs. In contrast,
mnemonic storage (as opposed to engram establishment) has not
been successfully localized to specific cortical areas, and certain
lines of evidence point to diffuse cortical and even subcortical in-
volvement?672%  Thus, we feel that the specificity of the intrahemi-
spheric cortical mechanisms involved could well account for
the distinction between interhemispheric sensory and mnemonic
transfer.

We are not suggesting, however, that commissural transmis-
sion is limited to sensory information. But the phylogenetic per-
vasiveness of sensory transfer does suggest that this form of in-
terhemispheric communication may be the evolutionary model
from which other types of transfer were derived. Moreover, the
high proportion of interhemispheric fibers arising and terminating
in brain areas with sensory-perceptual functions—in fish as well as
in primates—further indicates that sensory transfer may be the pro-
totype of interhemispheric communication in vertebrates.

Nevertheless, interhemispheric communication surely occurs



16 CHAPTER 2

FIGURE 7. Homotopic nature of commissural connections. Interhemispheric
fibers largely interconnect homologous areas in the two half-brains (Part A). In
addition, they mostly terminate in the cortical laminae from which they arose in
the opposite hemisphere (Part B).

between the motor and other cortical areas. Undoubtedly, as more
is learned about neocortical organization, more clues concerning
the nature of the commissural code will emerge. For example,
there is some indication that learning-set formation (a conceptual
task) involves the frontal cortex in monkeys®®, and indeed, Noble
has demonstrated that when the frontal commissural connections
are intact, both hemispheres acquire the concept®!. Similarly, Gib-
son has shown that the anterior callosal connections may be critical
for maintaining a motivational balance between the hemispheres®2.
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Presumably, this effect is related to the anatomical relationship be-
tween the frontal cortex and the limbic system??.

We are thus left with the view that the commissural system
serves as a mechanism by which the neural activity—be it cogni-
tive (sensory, perceptual, conceptual), conative (motivational,
emotional), or motor activity—of highly specified cortical-cell
populations in one half-brain is duplicated in the interrelated popu-
lation in the opposite hemisphere. In the following section, we
pursue the role of interhemispheric duplication, which really
suggests why interhemispheric communication takes place.

The Role of Duplication

Why should nature go through all the trouble of providing a
mechanism by which events occurring in one half-brain are dupli-
cated in the other? The answer is actually quite simple; in-
terhemispheric duplication provides for mental unity.

It is characteristic of bilateral nervous systems, which all ver-
tebrates have, that sensory information concerning one half of
space is isomorphically mapped onto one half-brain, while the
other half-brain receives information concerning the other half of
space. By way of interhemispheric communication, the lateralized
maps are duplicated contralaterally. Each half-brain is thus pro-
vided with nearly simultaneous representations of both sensory
spheres, and interhemispheric perceptual equilibrium is achieved.
Therefore, we view interhemispheric communication as the mech-
anism by which the illusion of a single, complete psychological
space is created from two separate neural representations of the
same information (see Figure 8).

Perhaps there is no better way to grasp the critical role of in-
terhemispheric cross-talk in the maintenance of psychological
unity than to examine the subtle but real ways in which the mental
life of the brain-bisected patient is ‘‘split”” by commissurotomy. In
the absence of the forebrain commissures, the patient’s left hand
no longer shares in the experiences of his right hand, and the vi-
sual world of each hemisphere is now totally contralateral’”. Only
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FIGURE 8. Interhemispheric duplication and mental unity (see text).

by continuous head and eye movements can the entirety of visual
space be seen by both hemispheres. In addition, binocular depth
perception is impaired’. Use of the left side of the body in a
linguistic setting is limited'?, as are the manipulospatial abilities of
the right side®*. Moreover, bimanual motor coordination seems
disturbed®®?!. While we shall explore these and other distortions
of consciousness throughout the remainder of the book, we need
only realize here that just as a split brain produces a split mind, in-
terhemispheric communication maintains mental unity.
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WHERE? CLUES TO BASIC PRINCIPLES

Having specified what we feel is the nature of in-
terhemispheric communication in terms of what transfers and why,
we turn to the issue of where. Yet, coupled with the question of
where information crosses between the hemispheres is the problem
of how that information arrives at a hemisphere. That is, only
when we are sure that the initial input is exclusively lateralized to
one half-brain can we examine interhemispheric transfer.

We have chosen to focus on sensory transfer, with the goal
being to uncover clues to basic principles of brain organization and
function. We begin with a look at the variability and specificity
that has been observed in the visual transfer mechanism, both
within and between species. Our search for basic principles then
continues within somatosensation, where the data prove conso-
nant with an emerging theory concerning the central pathways
for touch. The somatosensory system also provides the opportunity
to explore the various psychological (ipsilateral cuing) and neuro-
logical (shifting circuits) strategies that surface to compensate for
the loss of interhemispheric integration following commissur-
otomy.

VISUAL TRANSFER: VARIABILITY, SPECIFICITY, AND
PLASTICITY IN BRAIN ORGANIZATION

The issue of where information transfers in the commissures
is best analyzed in the visual system, where reports to date indicate
a tremendous specificity of function. In addition, our clinical stud-
ies give the first clues as to the degree of variability that can exist
in “‘where’’ information crosses in different individuals. Variabil-
ity is also seen in the transfer mechanism of different groups of
animals, with large differences occurring even in related species.
With so much known about the visual transfer mechanism, it has
served as a medium for examining neural plasticity and regenera-
tive specificity. We will consider each of these points in turn.
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The Human Anterior Commissure: Individual Differences
in Visual Transfer

The anterior commissure has long been presumed to play a
minor role in interhemispheric communication. This view, how-
ever, is undergoing a radical revision in light of our recent studies
of interhemispheric transfer in patients with complete callosal sec-
tions but intact anterior commissures'®. This prominent in-
terhemispheric pathway interconnects various regions of the limbic
cortex by way of the phylogenetically ancient anterior limb®?,
which is found in all vertebrates®®, and also interconnects major
portions of the neocortical temporal lobes by way of the posterior
limb (Figure 9), which seems to be found only in primates®”~*°.
Our main concern, for the present, is with those portions of the
posterior limb that mediate interhemispheric visual communication
between the visual areas of the temporal lobes.

FIGURE 9. The anterior commis-
sure in man. The approximate
neocortical distribution of the pos-
terior limb of the anterior commis-
sure is shown. The superior aspect
of the distribution is in the ros-
tral part of the auditory-associa-
tion cortex, while the inferior dis-
tribution is to the anterior part of
the inferior temporal cortex,
which is known from animal stud-
ies to play a critical role in visual
processing.
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Behavioral studies in nonhuman primates have clearly shown
the anterior commissure to be capable of sustaining high-level in-
terhemispheric visual communication*'~**, In man, however, the
situation is less clear-cut. While the anterior commissure clearly
transfers visual information in some clinical cases, it clearly does
not in others. We have recently observed five split-brain patients
(D.H., P.S., J.Kn., D.S., and S.P.) who sustained complete sec-
tions of the corpus callosum with the anterior commissure left in-
tact'®. The extent of commissurotomy is shown in Figure 10. In
four of these patients (D.H., J.Kn., D.S., and S.P.), the anterior
commissure was found to be capable of transferring words, pic-
tures of objects, and line drawings of nonsense figures. In the
fifth, however, no transfer was seen.

The absence of transfer in P.S. is most readily accounted for
by the fact that this patient suffered a unilateral temporal lesion at
a very early age. This lesion may have disrupted or prevented the
establishment of normal functional interhemispheric connections
between the visual areas of the temporal lobes.

It is interesting to note that the observations made by Ake-
laitis in the 1940s were mainly on patients with callosum sections.
The intact anterior commissure in these patients could clearly ac-
count, at least in part, for the fact that these patients failed to show
the split-brain syndrome that was so dramatic in the Bogen and
Vogel patients.

At the same time, the assumption that visual transfer through
the anterior commissure is normally established during develop-
ment is challenged by a number of scattered clinical reports. Sur-
veys of the clinical literature have pointed out Maspes’s*® observa-
tion that section of the splenium (that part of the callosum
containing the visual fibers in primates) results in the left hemi-
sphere’s being unable to read words and letters presented to the
left visual field, yet these same patients could describe colors and
objects in that field*®*7. Treschner and Ford*® described a similar
case. Why is visual intercommunication disturbed at all in these
patients with the anterior commissure intact?

Geschwind*? has suggested that the anterior fiber pathways
(including the rostral callosal fibers and the anterior commissure)
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FIGURE 10. During the course of the surgery, Wilson places silver clips at the
anterior and posterior borders of the callosal surgery, thereby allowing for post-
operative X-ray verification of the extent of the section. The encircled clips are

the ones of interest here.
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may transfer some visual information but not complex visual sym-
bols, such as words, citing as evidence the observation that
splenial-lesioned patients with damage to the left occipital lobe do
not manifest difficulty in naming objects. However, no disparity
between the recognition of words as opposed to objects has been
observed in our complete callosal-sectioned cases. Also, in a
splenial-sectioned case recently reported, the patient was unable to
report both words and pictures of objects®®.

One explanation for the inability of the anterior commissure
to transfer visual information of a complex (i.e., verbal) nature in
cases involving splenial lesions and left occipital damage, com-
monly referred to as alexia without agraphia, is that the alexia is
not really attributable to inadequate interhemispheric integration
via the anterior commissure but is instead due to poor intrahemi-
spheric integration subsequent to successful transfer. Object nam-
ing, according to this interpretation, could be spared, as it might
involve different patterns of circuitry than reading does.

Clearly, the anterior commissure has yet to reveal all of its
secrets to us, particularly concerning the variability observed. An-
atomically, it contains auditory®® and olfactory®> components, in
addition to its visual fibers. Our behavioral data seem to correlate
well with the anatomical picture, with the evidence for visual and
olfactory transfer being the strongest'é. As more patients with the
anterior commissure intact become available, and as other clinical
groups, such as alexics, are evaluated in light of these new obser-
vations, the story will undoubtedly unfold.

Comparative Variability in the Transfer Mechanism

The comparative approach to brain and behavior is currently
enjoying an unprecedented wave of popularity among neurobiol-
ogists of various persuasions. As a consequence of this trend, it is
becoming more and more apparent that an amazing degree of con-
sistency characterizes the cerebral organization of the various ver-
tebrates®'. Studies of interhemispheric transfer certainly support
this position, for fish, birds, and mammals have all been shown to
exchange visual messages between their hemispheres®2. However,
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this overwhelming emphasis on consistency has tended to obscure
the diversity that exists in the visual transfer mechanism in various
groups of vertebrates.

Interhemispheric communication is generally thought to take
place by way of commissures—fiber tracts interconnecting brain
areas at the same cerebral level—but in opposite hemispheres (i.e.,
between left and right visual cortices). This is certainly the case in
mammals, where the forebrain commissures largely sustain cross-
talk between the hemispheres. However, in nonmammals, in-
terhemispheric visual communication takes place primarily by way
of the supraoptic decussation®?. Decussating fiber tracts are
pathways that interconnect brain areas at different cerebral levels
in opposite hemispheres (i.e., right tectum and left thalamus). In
addition, however, it has recently been shown that under special
training conditions, the tectal commissure can sustain a meaningful
interhemispheric exchange of visual information in the fish®3.

Thus, in both mammals and nonmammals, sensory input from
each visual field reaches both hemispheres, but the task is ac-
complished by quite distinct mechanisms in the different animal
groups (see Figure 11). While transfer in mammals involves cor-
tical-cortical processing between largely homologous brain areas,
in nonmammals transfer occurs subcortically and generally in-
volves nonhomologous areas at different cerebral levels, though

NONMAMMALS MAMMALS

J— /,— )
THALAMUS —={
TECTUM A‘ -

FOREBRAIN
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— A— CORTEX
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TELENCEPHALON
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FIGURE 11. Transfer mechanisms in mammals and nonmammals. This figure
shows schematically the functional neural circuitry involved in interhemispheric
transfer in the different animals known to date.
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homologous (tectal-tectal) transfer also occurs. The only evidence
of any similarity at all in the transfer mechanism of mammals and
nonmammals is Hamilton’s observation that some low-level visual
information may occasionally leak across the supraoptic decussa-
tion in the monkey>*,

Even within the mammals, interspecies variablity in the visual
transfer mechanism abounds. Figure 12 depicts the huge dif-
ferences seen in the terminal distribution of the forebrain commis-
sures in the various cortical laminae of several mammals. To the
extent that different cortical laminae are associated with different
neural functions®¢-3-°¢,  interhemispheric communication may
have unique adaptive significance in various creatures, above and
beyond the basic transfer function.

Striking differences can also be found in the topographic or-
ganization of the visual commissures. In primates, the visual cor-
tical areas of the occipital and temporal lobes send their in-
terhemispheric fibers through the splenium of the corpus callosum
and the anterior commissure*®. This arrangement accounts for the
observation that visual transfer can be mediated by either of these
pathways in primates!6-41-44,
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In the cat, since the anterior commissure does not intercon-
nect cortical visual areas, it is not surprising that efforts to show
visual transfer via this pathway have been unsuccessful®’. What is
surprising, however, is the observation that the splenium of the cat
is only partially if at all involved in visual transfer. Myers found
that sectioning of the anterior 87% of the callosum, which leaves a
good part of the splenium intact, completely blocks visual transfer.
Going in the other direction, he found that the posterior 45% of the
callosum had to be cut to block transfer®®. This finding indicates
that visual transfer in the cat is mediated by callosal fibers mostly
crossing the midline anterior to the splenium. This observation is
consistent with the emerging cytoarchitectonic picture of the cat’s
visual cortex, which is now believed to include various extraoc-
cipital cortical areas®?-®® that may well send their commissural
axons anterior to the splenium (see Figure 13).
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FIGURE 13. Cortical visual areas in the cat. The visual areas in the cat extend
rostrally to an extent that suggests that the commissural axons may cross the
midline rostral to the splenium. Figure adapted from C. J. Heath and E. G. Jones,
1971, The anatomical organization of the suprasylvian gyrus of the cat, Erge.
Anat. Entwicklungsgesch 45.:7-64.



THE NATURE OF INTERHEMISPHERIC COMMUNICATION 27

While these huge differences in the visual transfer mechanism
certainly do not negate the comparative approach, they neverthe-
less warn against wholesale interspecies generalizations. The same
or similar function is accomplished by quite diverse mechanisms in
different animals. Man is indeed not a fish or a cat. Keeping these
cautions in mind, however, we turn to the fascinating issues of
neural plasticity and specificity, which have been examined exten-
sively in the fish and more recently, in the cat.

Neural Specificity

The continuing intrigue surrounding the degree and extent of
neural specificity and the mechanisms of brain development re-
mains as one of the truly central problems of neural science. Sper-
ry’s8? brilliant work on the subject set up a framework for analy-
sis, with every major neurobiologist working in the area trying to
find a loophole in it. Yet, year after year, when the final analysis
comes in, the extraordinary specificity of the nervous system that
Sperry dramatically and somewhat counterintuitively proposed in
the 1940s and 1950s continues to hold up.

Moving from that tradition, recent works by Andrew Francis
and Lynn Bengston at Stony Brook have brought forth new evi-
dence on the specificity of optic fibers’ having to make connec-
tions in the tectum with second-order neurons that are involved in
interhemispheric transfer®2. In brief, goldfish that had had one
optic nerve crushed and that were thus blind in one eye were
allowed time for regeneration to take place. When vision returned,
some were trained on a visual-pattern discrimination in the good
eye and some initially in the regenerated eye. In both groups, ex-
cellent interocular transfer was seen, thereby showing that the
specificity of new connections was great enough to make func-
tional, correct connections with those neurons involved in relaying
information over to the opposite half-brain.

Andrea Elberger has been studying the development of the
callosum in the mammal with an eye on the question of the spe-
cificity of connections®?. In an extraordinarily clever series of ex-
periments, she first confirmed the findings of Anker and Cragg®*,
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showing that the splenial fibers do not develop across the midline
to find their point of termination in the opposite hemisphere until
the 22-72 postnatal day. This rather amazing fact may allow one the
opportunity to block the natural path of these fibers during early
development and to assess whether or not fibers found along a new
path can specifically find the correct termination in the opposite
half-brain. She has assessed the correct hookup behaviorally, by
examining whether or not normal, binocular optic alignment is es-
tablished. Elberger has shown that if section of the splenium is
carried out early enough (13 days), optical alignment does not
occur (see Figure 14).

(D‘Cd Q O

FIGURE 14. Early section of the splenium results in optic misalignment. The cat
on the left is normal. The top illustration shows that when a single source of light
(the white dot in each eye) is pointed at the normal kitten shortly after birth, the
dot of light falls on different parts of the two eyes. Below this is the situation at
six weeks. Finally, by the ninth week, the light falls on the same part of each eye,
showing that optic alignment has been achieved. The kitten on the right is an
example of what happens with early lesions of the splenium. In such cats, the
eyes never align to the degree observed in normals.
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What is of particular interest is the rather startling fact that
splenial section in the adult cat does not impair optical alignment.
This phenomenon would suggest that the neurological system cru-
cial to the development of a particular sensorimotor function is not
necessarily the one active in maintaining the function.

In the preceding, we spelled out some of the ways in which
studies of the visual transfer mechanisms have begun to go beyond
the basic issue of where information crosses. While the questions
still outnumber the answers concerning the variability observed in
the transfer capacity of the anterior commissure in human clinical
cases, particularly between different patient populations, the ani-
mal studies described are suggestive of some truly exciting mech-
anisms and, moreover, some new approaches to old but persistent
questions. The comparative variability observed in the transfer
mechanism is important to keep in mind, for it warns us about
being too complacent in attributing similar behavioral functions in
different species to identical neural mechanisms.

LATERALITY EFFECTS IN SOMESTHESIS: CLUES TO
SOMATOSENSORY ORGANIZATION, CUING
STRATEGIES, AND SHIFTING CIRCUITS

The problem of measuring interhemispheric communication is
always complicated by the ever-present difficulty in first being cer-
tain that the stimulus information is lateralized to one half-brain. It
has long been assumed that one could achieve this by simply
localizing somatosensory input to one side of the body, for it was
generally believed that the cerebral projection of the various so-
matic afferents was largely contralateral for all parts of the body
except the head and neck. Yet, studies of split-brain animals and
humans have suggested a surprising degree of homolateral soma-
tosensory representation, which raises the question of whether it is
possible to truly lateralize somatosensory input. As it turns out,
when the two major ascending somatosensory pathways are con-
sidered separately in terms of their known anatomical, physiolog-
ical, and behavior properties, a model of laterality effects in so-
mesthesis does indeed emerge.
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Somatosensory Organization

The somatosensory system is multimodal, containing touch,
temperature, proprioceptive, pain, and other components. These
various modalities are mediated by two ascending pathways: the
dorsal-column—medial-lemniscal system and the spinothalamic sys-
tem. For quite some time, the dorsal-column-lemniscal system
was thought to be the pathway for discrete touch (stereognosis,
feature identification, tactile localization, etc.), with the spinotha-
lamic handling other, less discrete forms of touch sensitivity, as
well as pain and temperature®?.

In recent years, a new view of somatosensory organization,
regarding the pathways for touch, has emerged®¢~7%. The dorsal-
column-lemniscal system seems to be more involved in active
touch” than in the mediation of discrete touch per se. Complete
dorsal-column transsection eliminates the capacity for learning tac-
tual discriminations that require active exploration of the stimulus
features. In contrast, passive touch, which is sufficient for discrim-
inations that have a single key dimension upon which correct per-
formance is dependent (such as roughness, texture, form, and
localization discriminations), survives dorsal-column lesions.

The foregoing observations, in conjunction with the classical
notions concerning pain and temperature®®, suggest that the dorsal-
column-medial-lemniscal system is the pathway for active touch
and proprioception and that passive touch, pain, and temperature
sensations are transmitted centrally by way of the spinothalamic
system. Consider the anatomical organization of these two
pathways.

The dorsal-column—medial-lemniscal pathway is completely
crossed, connecting various points on the body with the opposite
half-brain (see Figure 15A). The thalamic termination of this sys-
tem is in the nucleus VPL, which contains only contralateral
cells’2. On the other hand, the spinothalamic system terminates in
VPL and the posterior thalamus contralaterally, but also in the
homolateral posterior thalamus”. The homolateral projection is
not an ipsilateral projection per se but instead seems to be by way
of doubly decussating fibers that recross the midline in the brain
stem?®, as shown in Figure 15B.
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Thus, while the dorsal-column—lemniscal pathway is a contra-
lateral system, the spinothalamic projection has homolateral and
contralateral components. Therefore, one should expect to find
crisp lateralization of dorsal-column information (active touch,
proprioception) but various degrees of lateralization for informa-
tion transmitted centrally by way of the spinothalamic system (pas-
sive touch, pain, temperature). Studies of brain-bisected subjects
wholly support this model.

Human Studies

One of the first problems systematically attacked in the Cali-
fornia patients was that of somesthesis. Three patients were tested
on a variety of somesthetic tasks, including proprioceptive,
stereognostic, thermal, and pain discriminations, as well as tactual
localization™7°.

Proprioception. In tests of joint and position sensation, the
various joints—such as the wrist, shoulder, elbow, knee, and
ankle—were placed in given positions by the examiner; then the
subject, wearing a blindfold, was required to state verbally the
position of the relevant distal portion of the limb. The task pre-
sented no problem for the right hand and foot, but proved difficult
when the description involved the joint position of the left wrist,
the left fingers, and the left toes. Sense of position at the left
shoulder and probably also at the left elbow was preserved. Posi-
tion was correctly reported without difficulty for all joints on the
right arm and also for the left knee and ankle. When the right arm
was held out simultaneously with the left, however, thereby equal-
izing and obscuring the secondary mechanical tensions across the
spinal column, ability to describe the position of the left arm
dropped to chance. Also, when the end of a pencil was held in one
hand and positioned by the experimenter at different angles and
positions, the subject was unable to reach accurately for the other
end of the pencil with the opposite hand. Taken together, these ob-
servations suggest that proprioception is crisply lateralized.

Tactual Localization. The patients were required to localize,
either verbally or by pointing, the spot on the skin at which a brief
tactual stimulus was applied. Throughout all phases of testing, the
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FIGURE 15. The completely crossed dorsal-column-medial-lemniscal system is
shown in Part A. Part B depicts the spinothalamic system, which has crossed and
uncrossed components. The uncrossed component, however, is really a doubly
decussating component that allows somatosensory information from one side of
the body to reach the ipsilateral half-brain.
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patients were able to accurately localize cutaneous stimulation on
either side of the face and on the top and the back of the head.

Below the neck, as long as the stimulus and the response
were on the same side of the body, the patients were able to iden-
tify the point of stimulation. When the patient was required to find
a point on one side of the body using the opposite hand, perfor-
mance broke down. Similarly, verbal descriptions of the point of
stimulation were accurate for points on the right side of the body
but not for points on the left. With increasing postoperative time,
however, there was a dramatic improvement in cross-localization
facility for all body points, except the hands, in two patients. The
greater degree of extracallosal brain damage in the third patient
probably accounted for his failure to acquire cross-localization
skills for points on the torso and the proximal extremities.

Stereognosis. In psychological tests of stereognosis, inter-
manual transfer of tactile discriminations was generally not seen.
On the average, tactile-memory problems in which the patients
learned to choose one of two stimuli on one trial showed no trans-
fer. Test objects placed in one hand could easily be retrieved with
the same hand, but not with the opposite hand, from a grab bag
containing 10 objects. Yet, the patients were able to identify ver-
bally certain diffuse features of objects in the left hand, such as
curvature, edges, weight, and the like.

Clearly, since the patients with more-or-less pure commis-
sural lesions were able to report a considerable amount about the
nature of left-sided stimulation, it seemed likely that some simple
object held in the left hand might be correctly named by the pa-
tients. This proved to be the case. If only two objects were avail-
able for palpation, such as a round ball and a square, and the sub-
ject was informed that only these two stimuli would be used, the
two cases with pure lesions performed at a high level when asked
to call out which of the two had been placed in the left hand. If
these same two objects were presented in series with a number of
other objects and no ‘‘verbal set’”” was given limiting what might
be presented, a poor score resulted.

Thus, it came to be seen that this kind of ipsilateral cuing
mechanism allows leakage of some types of information about the
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nature of objects held in one hand over to the ipsilateral hemi-
sphere. It works much more efficiently if the receiving brain is
“‘set’” and the conditions for response are limited. We will exam-
ine ipsilateral cuing in more detail when we consider the animal
studies.

Temperature and Pain. It is generally believed that pain and
temperature sensations on one side of the body reach both cerebral
hemispheres, and by the same central pathways®®. As it turned
out, crossed discriminations could be made for both pain”® and
temperature’S.

Conclusions. These observations on brain-bisected humans
are consistent with and lend credence to the model of somatosensa-
tion put forward. The dorsal columns, which are completely
crossed, mediate proprioception. Thus, the joint and position
senses are crisply lateralized. In contrast, the passive touch func-
tions mediated by the spinothalamic pathways show various de-
grees of bilateral representation. While it is clear that the contrala-
teral representation of stereognostic and tactual localization skills
exceeds the ipsilateral representation, in the case of pain and tem-
perature sensations complete bilateral representation is the rule.

Before we leave this topic, it is important to point out the ex-
tent to which intermanual cross-talk improved in the postoperative
months on both the stereognostic and the localization tasks. While
these observations can be accounted for in part by behavioral com-
pensation strategies (see the section on ‘‘Animal Studies’’), there
is also some indication that the capacity of the homolateral spi-
nothalamic pathways increases following commissurotomy.

One way of looking at these ‘‘shifting circuits’’ is that diffuse
ipsilateral representation is not needed, given a functioning callo-
sal system. Both hemispheres are kept current as to the status of
both sides of the body by way of interhemispheric transmission.
Once the commissural sensory-window is lost, however, the only
source of ipsilateral information is by way of the homolateral
spinothalamic projections. That these pathways are not available
immediately following commissurotomy suggests that while they
are physiologically active™, they become functionally useful only
when a real need is established.
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For example, hemispherectomized animals manifest dramatic
sensorimotor losses immediately after surgery, but the intact hemi-
sphere gains more and more control over the homolateral body
during the postoperative period. Similarly, observations of hemi-
spherectomized humans suggest that potential homolateral
pathways may lie dormant or undeveloped in the normal
brain”7-78.

Our own observations of case J.H. are also indicative of shift-
ing somatosensory circuits. Following complete forebrain commis-
surotomy, severe medical complications set in, and recovery was
slow for J.H. Although his left hemisphere could respond appro-
priately to right-visual-field and right-hand stimulations, his right
hemisphere generally failed to respond at all. Throughout the post-
operative period, however, we have seen a gradual but consistent
increase in J.H.’s ability to respond to left-hand information with
his left hemisphere. This increase suggests that the extensive dam-
age to his right hemisphere, due to his presurgical pathology as
well as to postsurgical complications, created a real need for ipsi-
lateral representation of the left hand in the left hemisphere. With
time, this need seems to have been met.

Animal Studies

A variety of studies of somesthesis in split-brain animals have
been conducted. In general, these studies have focused on form
discriminations, texture discriminations, and latch-box learning.
While form and texture discriminations merely require passive
touch, latch-box learning requires the active exploration of a mul-
tidimensional stimulus situation. Consequently, in callosal-sec-
tioned animals, we might expect to find little evidence of inter-
manual transfer of latch-box learning but perhaps some leakage of
form and texture information.

Myers?® and Semmes and Mishkin®® reported no evidence for
intermanual transfer of form and texture information in split-brain
monkeys. However, Sperry®! and Ettlinger and Morton®? found
excellent transfer of form and texture in callosum-sectioned mon-
keys. Although Glickstein and Sperry®3® concluded that callosal
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sectioning interferes with and may completely block the transfer of
somesthetic information in monkeys, their data indicate that form
and texture information ‘‘leaked’’ across the midline on 4 of 12
tests. In addition, Stamm and Sperry®* also concluded that callosal
section blocks intermanual transfer of form and texture, but they
reported on one split cat with a substantial savings. In contrast to
these variable results for form and texture discriminations, Henson
and Myers®® and Kohn and Myers®® found no evidence for a sav-
ings in relearning of latch-box problems by the untrained hand in
primates. Thus, only passive touch seems to leak across in splits,
and only occasionally.

Ipsilateral Cuing. In a split-brain animal, the contralateral
hemisphere alone receives the dorsal-column information neces-
sary for active touch. Thus, the untrained hemisphere remains es-
sentially naive on latch-box problems. However, as we have seen,
some information from the passive touch (spinothalamic) system
reaches both hemispheres. Although primary stereognostic infor-
mation is available only to the contralateral hemisphere, such sec-
ondary dimensions as weight, number of edges, the presence or
absence of stimulation, and the like are diffuse stimulus aspects
that can be homolaterally identified®”. While these features are
sometimes the relevant dimension in discrete passive-touch situa-
tions, in cases where they are not, they can frequently be used to
distinguish the discriminanda, if only on a primitive level.

It is interesting that although cats have more bilateral repre-
sentation than primates®®, there is more evidence for intermanual
transfer in split-brain monkeys. This difference is understandable
if we assume that ipsilateral cuing depends to some extent on the
creativity of the individual animal (as well as on the complexity of
the test situation). Because monkeys are likely to be more inge-
nious than cats, there is more evidence for transfer in split mon-
keys.

One mechanism by which cuing might take place requires that
the untrained hemisphere store the secondary cues available during
original training. When tested, the untrained hemisphere merely
matches the secondary cues of the test situation with those ac-
quired during training and then responds appropriately. Another
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possibility is that the trained hemisphere matches diffuse secon-
dary cues available during testing with its store of secondary cues
from training. On this basis, the trained hemisphere could either
initiate the response itself (as long as the response does not require
precise finger movements, which are under exclusive contralateral
control) or could signal (by face movements, body tilt, or some
other peripheral cue) to the untrained hemisphere when to respond.
This latter cuing strategy is called cross-cuing and has been con-
sidered in detail elsewhere!?-#7,

These notions are supported by studies showing that cuing in
split subjects can be eliminated if such compensation strategies are
made difficult to carry out. For example, Lee-Teng and Sperry®?
have shown that if an intermanual paired-comparison task is made
more complex by an increase in the number of comparison possi-
bilities, intermanual transfer is eliminated.

Thus, cuing is commonly seen in passive touch situations
because the spinothalamic system can frequently hand information
sufficient to mediate correct responding, although the information
is secondary to tactual gnosis per se. These mechanisms, which
are to some extent dependent on the ingenuity of the individual
animal and the specific aspects of the test situation, explain the
variability in the passive touch literature. Furthermore, cuing strat-
egies are not seen in situations requiring active exploration (e.g.,
latch-box problems) because the complex, multidimensional nature
of such situations precludes the simple identification of the appro-
priate stimulus features and because there are no homolateral fibers
that can convey the necessary information (proprioceptive feed-
back from active palpation) to the responding hemisphere.

So, we can see that when the topic of laterality effects in
somesthesis is approached with a clear understanding of the struc-
tural and functional properties of the distinct somatic afferent
pathways, the data seem to make good sense. Those functions (ac-
tive touch, proprioception) clearly mediated by the crossed dorsal-
column-lemniscal system are well lateralized. In contrast, because
the spinothalamic system has both crossed and homolateral compo-
nents, its functions (passive touch, pain, and temperature) show
various degrees of bilateral representation. Furthermore, it is inter-
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esting to note the neurological (shifting circuits) and psychological
(ipsilateral cuing) strategies that emerge following commissur-
otomy to offset the breakdown in the flow of somatosensory infor-
mation between the hemispheres. It is as if the brain demands in-
tegration, and in the absence of the interhemispheric pathways,
less efficient ways of achieving mental unity are employed. As we
will see in the final chapter, a very powerful mechanism of the
mind is revealed by observations of how the verbal system of the
split-brain patient attempts to reintegrate the conscious processes
that have been fragmented by commissurotomy.

CONCLUSION

We began this chapter with a theoretical issue: What is it that
is transferred between the hemispheres, and why does it transfer?
Basically, we believe that the interhemispheric pathways transfer
highly specified neural codes that serve to maimtain an informa-
tional balance across the cerebral midline, and in doing so, provide
for mental urity.

Once one accepts such a view of commissural function, it
becomes difficult to work with the two-brain model of normal ce-
rebral organization that has evolved out of the split-brain work. In-
stead, it becomes more attractive to view the hemispheres as in-
timately associated and working in synchrony. So, in the next
chapter, our goal is to critically examine the two-brain model,
which is to say, the theory of hemisphere specialization.
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Cerebral Lateralization
and Hemisphere

Specialization
Facts and Theory

The human brain seems mysteriously unique in phylogeny. In ad-
dition to being unpredictably large, man’s brain differs from its an-
thropoid legacy in that the two halves are functionally asymmetric,
with the left performing better on verbal tasks and the right ex-
celling in some situations demanding nonverbal skills. These ob-
servations have led to the view that each half-brain has evolved its
own specialized neural substrate to sustain a unique cognitive style
and mode of information processing.

We feel that this popular view of lateralization goes well
beyond the data from which it emerged. It is thus our goal in this
chapter first to clarify what the facts concerning lateralization are
and then to spell out in more detail the inferences that have sur-
faced to explain lateralized processes. Given this overview, we go
on to describe our recent experiments that have suggested a simple
but viable theory of the origins of cerebral lateralization. The
theory is appealing in that it places the human brain on a neuro-
evolutionary continuum with its primate ancestry.
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CEREBRAL LATERALIZATION: THE FACTS

The clinical observations of Broca, Wernicke, and other 19th-
century neurologists provided the first clues concerning the lat-
eralization of function in the human brain. The high correlation be-
tween aphasic disorders and left-hemisphere lesions in right-
handed persons suggested that the neural substrate of language was
primarily localized to the left half of the neocortical mass, which
came to be referred to as the major or dominant hemisphere. In
contrast, the right hemisphere was relegated to a minor or non-
dominant position because of the conspicuous absence of evidence
that this half-brain played other than a minimal role in higher cor-
tical function, except for Hughlings Jackson’s speculation that the
right hemisphere might be critically involved in visual ideation’.

By the mid-20th century, however, it was obvious that the
major-minor partition of cerebral functioning applied only to
linguistic mechanisms and not to the overall pattern of cerebral ac-
tivity. As early as 1935, Weisenburg and McBride had reported
that patients with right-hemisphere lesions, unlike those with left
lesions, performed poorly on tests involving the manipulation and
appreciation of forms and spatial relationships®, with a host of
subsequent clinical studies confirming the disruptive effects of
right-hemisphere lesions on spatial functions®~'7. In addition,
right-hemisphere lesions were found to produce greater deficits
than left lesions on tests of visual and auditory perception, as well
as on tests of visual memory'8~2*. Similarly, studies of hemi-
sphere function in normal subjects revealed a right-hemi-
sphere advantage on some visual and auditory perceptual
taSkS . 25,26,69,72,79,80

The emergence of the Bogen and Vogel?” series of split-brain
patients added new dimensions to the study of hemisphere func-
tion. Each hemisphere could be studied independently of the con-
taminating effects of the other half-brain, and hemisphere function
could be assessed directly rather than by the inferring of function
from the capacities lost following damage to one or the other
hemisphere.

The initial studies of Gazzaniga, Bogen, and Sperry*®#~32 con-
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firmed in dramatic fashion the conclusions drawn from the earlier
studies of clinical and normal subjects, and later studies of the
same patients using a variety of tasks extended the initial find-
ings®3739_ In general, the left hemisphere was found to excel in sit-
uations demanding verbal processing, while the right performed in
a superior fashion on tasks requiring nonverbal skills.

HEMISPHERE SPECIALIZATION

The studies of normal, brain-lesioned, and split-brain subjects
have all led to the same conclusion: in man, each hemisphere is
endowed with certain capacities that are either lacking or poorly
represented in the other half-brain. Such are the facts of cerebral
lateralization. From these facts, inferences concerning the unitary
nature of hemisphere function have emerged. The hemispheres
have come to be viewed as possessing unique, evolved cognitive
styles, and various dichotomies have been offered to contrast the
distinct modes*®.

The current and generally accepted model of unitary hemi-
sphere function is that of cerebral specialization. Unfortunately,
the facts of lateralization have merged with the inferences. Lat-
eralization has come to imply specialization.

Specialization theory assumes that the phylogenetic
emergence of the human brain was associated with, and even
dependent upon, the radical reorganization of cerebral function,
whereby bilateral symmetry, which largely typifies the phyla, gave
way to bilateral specialization. In short, specialization theory as-
sumes that the type of neural organization underlying the unique
mental functions of the left hemisphere is inappropriate for and
even incompatible with the neural organization that sustains the
cognitive style of the right hemisphere, and as a consequence,
adaptive evolutionary forces provided that these distinct modes be
distributed in separate hemispheres®3-4!,

Intuitively, it is difficult to accept specialization theory. If the
right half-brain processes information in a holistic, synthetic fash-
ion, while the left processes information analytically, where and
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how is it that these distinct and neurologically incompatible pro-
cessing modes are integrated in the brain? Are we really to believe
that such basic processes as analysis and synthesis are not integral
facets of the cognitive repertoire of both cerebral hemispheres in
man?

Hardly, for specialization theory also fails when the process-
ing requirements and the real, rather than the assumed, capacities
of the hemispheres are considered. While it is the right hemisphere
that is viewed as uniquely specialized for holistic, synthetic pro-
cessing, the left hemisphere must surely utilize such processing
modes in extracting meaning from words, sentences, paragraphs,
and the like. On the other hand, while it is the left hemisphere that
is viewed as conceptual and logical, the right hemisphere has been
shown to be capable of logical and conceptual operations*2.

Specialization theory is also hard-pressed to explain the fact
that following extensive early damage to the left hemisphere, the
right is largely capable of sustaining linguistic development*3~47.
How is this the case if the right hemisphere has a genetically speci-
fied neurological scheme that is inappropriate for and incompatible
with the neural circuitry that sustains language?

Such considerations led us to review the split-brain studies
that provided the impetus for the view that the left hemisphere has
become specialized for analytic and verbal processing, while the
right has become specialized for holistic, Gestalt, synthetic, per-
ceptual processing. We started with the idea that the right-
hemisphere advantage on the block-design task might represent a
superior capacity for response production, as suggested earlier3?,
rather than a visuospatial perceptual specialization, as is generally
assumed. We tested this notion by administering a lateralized vi-
sual-visual match test to P.S., using the block-design patterns.
The results of this simple experiment encouraged us to see if other
instances of a right-hemisphere advantage might also be sensitive
to slight methodological changes*®.

In the process of our studying this issue, it became apparent
that practically every demonstration of a right-hemisphere advan-
tage in split-brain patients critically involved the hands as the
mode of either stimulus perception or response production. And,
as it turns out, our control experiments that deflated the right-
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hemisphere advantage centered around minimizing the use of the
hands.

In the following, we describe these control experiments, all of
which were conducted on case P.S. Although these are but one-
subject demonstrations, our general approach is first to show that
P.S. performed like any other split-brain patient on several classic
tasks when the test was administered in the traditional manner. We
then show how the simple methodological change reversed the
results of the experiment. Most important, however, is the
interpretation of cerebral lateralization that emerged from these
data.

MANIPULOSPATIAL ASPECTS OF CEREBRAL
LATERALIZATION

One of the clearest and most dramatic demonstrations of
hemisphere asymmetry results from the administration of the
block-design task to split-brain patients®2. On each trial, the pa-
tient is presented with four patterned cubes and a sample design
(Figure 16) and is required to arrange the cubes manually to form
the design. The performance of each hand is separately timed. The

FIGURE 16. Block-design task.
The subject arranges the four
cubes to match the sample pat-
tern. The performance of each
hand is separately timed.
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data resulting from the administration of this task to P.S. are
shown in Table 1. The left hand consistently constructed the de-
sign faster than the preferred right hand, suggesting a clear right-
hemisphere superiority, as previously reported for split-brain pa-
tients. The question remained, however, whether the left-
hemisphere deficit lay primarily in the realm of stimulus percep-
tion or in the realm of response production. We approached this
question first by tachistoscopically lateralizing the block-design
patterns to one hemisphere or the other and having P.S. select the
matching design after visually inspecting the three choices (Figure
17). On each of the 12 trials, the correct choice was selected re-
gardless of the hemisphere tested. Several months later, we again
lateralized block-design patterns, but this time we had P.S. con-
struct the designs. Following left hemisphere exposure, the right
hand constructed 1 of the 6 designs correctly, and after right hemi-
sphere exposure, the left hand completed 5 of the 6 designs cor-
rectly. Taken together, these data suggest that both hemispheres
are capable of appreciating the visuospatial aspects of the block-
design task, but the right hemisphere is vastly if not absolutely su-
perior to the left in constructing the perceived relations by manipu-
lating the items appropriately.

Consider another dramatic instance of hemisphere asymme-

TABLE 1. Performance of Left and Right
Hands on Block-Design Task

Time (in Seconds)

Design Left Hand Right Hand
1. 11 18
2. “ 74°
3. 13 36
4. 12 69
5. 15 95?
6. 25 74¢

2Design not completed within time limit (120 seconds).
®Subject gave up before end of time limit.
¢Correct design was constructed but in wrong orientation.
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FIGURE 17. Lateralized block-design patterns. The sample patterns are tachisto-
scopically lateralized to one hemisphere or the other, and the subject points to the
matching stimulus.

try. P.S. could draw a cube with either hand prior to surgery. Fol-
lowing commissurotomy, however, as shown in Figure 18, the
drawing produced by the preferred right hand lacked the spatial
completeness of the cube produced by the left hand, thus confirm-
ing the classic hemisphere difference®®. Again, it was not clear
whether the right-hand deficit resulted because the left hemisphere
did not know what a cube was or because it simply could not draw
a cube.

When the word cube was flashed to his left hemisphere, P.S.
readily selected a match-stick model of a Necker cube and ignored
a model of the cube that had been drawn by his right hand. While
this observation alone is not very significant, it is consistent with
the recent finding that both hemispheres of split-brain patients have
the capacity to appreciate the spatial relations of Euclidean geome-
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FIGURE 18. Cube drawing before and after commissurotomy. Preoperatively,
P.S. could draw a cube with either hand. Postoperatively, however, the preferred

right hand performed poorly. (1 = left hand pre-op; 2 =right hand pre-op; 3 = left
hand post-op; 4 =right hand post-op.)

L

try?3. Taken together, these observations suggest that the left
hemisphere can indeed apprehend the simple spatial features of a
cube but, as with the block-design task, has difficulty in appropri-
ately representing spatiality using a manual or manipulative re-
sponse.

Other classic split-brain experiments, which have not required
a manipulative response as such, have also suggested that the ca-
pacity for spatial appreciation is special to the right hemisphere.
However, the following observations suggest that even in these ex-
periments, the right-hemisphere advantage is closely tied to manip-
ulative activities.

For example, Milner and Taylor very convincingly demon-
strated a right-hemisphere advantage in the perception and memory
of complex tactual patterns (wire figures)3® (Figure 19). They sug-
gested that this advantage represents a superior capacity of the
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FIGURE 19. Wire-figures task. The subject manually explores one figure and
subsequently is required to retrieve that figure, using the same hand, from the
group of four figures. Each hand is tested separately. Figure adapted from Milner
and Taylor3®.

right hemisphere for spatial processing, and thus should exist in-
dependent of the sensory modality tested.

We administered the wire-figures task to P.S. under different
conditions. In the tactual-tactual condition, he was required to pal-
pate a figure with one hand and then immediately select the same
figure from a group of four, using the same hand. In this condi-
tion, the left hand correctly retrieved all four figures, but the right
hand performed at chance. This finding confirms the results of
Milner and Taylor. The other condition, which was not reported
on by Milner and Taylor, was administered to test the generality of
the right-hemisphere advantage. In the visual-visual condition,
sketches of the figures were tachistoscopically lateralized, and P.S.
was required to point to the correct figure following visual inspec-
tion of the choices. In this condjtion, both hemispheres performed
perfectly. Thus, when the manipulative system was excluded from
the wire-figures task, the classic left-right dichotomy found for the
manipulative (tactual-tactual) condition disappeared.

Finally, consider an experiment by Nebes, who found that the
right hemisphere of split-brain patients was vastly superior to the
left on a task designed to measure the capacity of the separated
hemispheres to process spatial information synthetically *¢. The pa-
tients were required to examine manually three geometric designs
while looking at a sketch of one of the items in a fragmented form.
The fragment was constructed by the cutting up and separating of
one of the designs, with the original orientation and relative posi-
tion of the parts maintained, however. The subject’s task was to
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determine which one of the three items being tactually examined
matched the fragmented stimulus. The right hand essentially per-
formed at chance (33%), while the left-hand scores ranged be-
tween 75% and 90% correct.

We altered the design of this experiment so that the synthetic
demands of the task would be emphasized, as opposed to the ma-
nipulative demands (see Figure 20). P.S. visually examined three
fragmented forms on each trial. Subsequently, a whole design,
which matched one of the fragments, was tachistoscopically
lateralized to the left or the right hemisphere. Each hemisphere
received 20 trials. Under these conditions, the left hemisphere cor-
rectly identified the fragment that the lateralized whole stimulus
represented on 17 of 20 trials (85%), and the right hemisphere was
correct on 20 of 20 trials. Thus, when the manipulative aspects of
the figural unification task were circumvented, and the synthetic
processing demands were emphasized, both hemispheres in P.S.
proved capable of high-level performance.

These data suggest that the superior performance of the right

VISUAL SAMPLE MANIPULATIVE MATCH
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FIGURE 20. Fragmented-stimulus task. The top row shows the design of the
experiment, as administered by Nebes®¢. The subject manually explores the
three forms while looking at the fragmented visual sample. Here, the manipula-
tive demands are stressed. The bottom row shows our nonmanipulative

modification of the design. Following the lateralized visual presentation of a
whole form, the subject visually examines three fragmented forms.
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hemisphere of split-brain patients on a variety of tasks is related to
the critical involvement of manual activities in the test design.
This manipulospatial superiority includes the perception of spatial
stimuli and the production of spatial responses.

The importance of these observations is highlighted by the
fact that virutally every demonstration of a qualitative right-
hemisphere advantage (which means here that the left hemisphere
performs at or near chance, while the right performs at high lev-
els) in split-brain patients has involved manipulospatial activi-
ties34736:3873  Since our data suggest that the hemispheres differ
qualitatively along the manipulospatial dimension, a reasonable
hypothesis is that manipulospatial involvement accounts for these
qualitative differences. However, many of the studies have in-
volved visual as well as manipulospatial functions, and our hy-
pothesis does not rule out the possibility that the right hemisphere
may have a relative (as opposed to a qualitative) edge over the left
for complex visual perception. In fact, data to be reviewed later
suggest that this is indeed the case. However, for the moment, we
will put such relative differences aside and instead focus on the na-
ture of the manipulospatial function. In doing so, we will uncover
what we feel are some important clues to the origin of cerebral
lateralization in man.

The Nature of Manipulospatial Activities

While we use the term manipulospatial to describe activities
that would otherwise be called motor and perceptual functions, we
feel that the idea of a manipulospatial mechanism transcends the
simple notions of perceptual and motor functions. It is, after all,
the preferred right hand that is deficient in manipulospatial skills in
split-brain patients. In fact, we view the manipulospatial function
as neither perceptual nor motor per se but rather as the mechanism
by which a spatial context is mapped onto the perceptual and
motor activities of the hands. On the efferent side, we are referring
to the activities involved in drawing, arranging, constructing, or
otherwise manipulating items so that the parts are in the appropri-
ate relationship to one another. Concerning the afferent mecha-
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nisms, we are primarily referring to functions similar to what Gib-
son has described as ‘‘active touch’” 7>, which basically means the
active, exploratory manipulations involved in the evaluation of the
spatiotemporal features of complex haptic stimuli. Thus, we view
manipulospatial mechanisms as a means of actively exploring and
altering the spatial environment by using the hands.

We feel that the manipulospatial function is part of the more
basic neural mechanism by which the organism maintains and ac-
tively utilizes the spatial relationship between its body and the sur-
rounding spatial environment. While all animals must certainly
possess this basic mechanism, the manipulative aspect is likely to
have been associated with the evolution of the primates. Although
there are several theories of primate origins, each emphasizes the
importance of refinements in the functions of the extremities 49754,
In particular, claws were replaced by tactually sensitive, grasping
extremities, which expanded the primate’s capacity for perceiving
the world, moving skillfully among the slender branches of the ar-
boreal environment, and manually capturing prey3!~%3. Thus, the
hands essentially became specialized for prehension and took over
the snout’s functions of manipulation and food gathering. Also,
changes in the visual apparatus allowing extensive binocular vision
provided the early primates with a means of accurately localizing
points in space and gauging distance in both manual prey-catching
and arboreal locomotion®®. Thus, it can be said that an increased
capacity for interacting with the spatial environment typifies pri-
mate evolution. While the visual adaptation is similar to that seen
in cats and owls®®, the manipulative specialization is largely a
unique primate feature, with wide-ranging implication for sub-
sequent evolutionary advances, as described later.

The Neural Substrate of Manipulospatiality

Physiological studies of nonhuman primates have recently
shown that the awareness of the relationship of the animal’s bodily
parts to the spatial environment is a function of the inferior parietal
lobule (IPL)3%-*6, In these experiments, it was found that many
cells in IPL were activated by reaching and manipulatory move-
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ments. The neurons did not respond when the animal’s arm was
passively moved by the experimenter but only when the animal
was actively reaching for or manipulating an object that was de-
sired. In addition, the cells were generally contralateral and spe-
cific for particular points in the immediate surrounding space. Fi-
nally, these cells fired independently of the speed and latency of
movement and thus were not simply motor neurons.

The conclusion from these studies is that the awareness of the
body in relation to its spatial environment is represented in IPL,
and this representation is used for the manual exploration of ex-
trapersonal space. The identified properties of IPL neurons corre-
late well with manipulative adaptations associated with the phy-
logenetic emergence of the primates and furthermore suggest that
in the monkey, the IPL of both hemispheres plays a critical role in
the mediation of manipulospatial functions.

In man, damage to the right IPL has long been associated
with manipulospatial deficits®-~7-11-57 " Although there have been
reports suggesting manipulospatial deficits following left-
hemisphere lesions, the deficits are generally less severe and seem
to differ qualitatively from the right syndrome >:7-10-13:14:57 [ ad-
dition, regardless of whether the lesion has been in the left or the
right hemisphere, the preferred right hand has generally been
tested.

Split-brain studies have shown how critical a factor hand use
is and have suggested further that it is mainly the right hemisphere
that houses the neural substrate of manipulospatiality. It is as if the
left-hemisphere deficit goes beyond a simple lesion effect, and in-

FIGURE 21. The inferior parietal lobule in the left and right hemisphere of the
monkey brain (see text for explanation).
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stead the lesion serves to callosally disconnect the right IPL from
the manipulospatial representation in the posterior left hemisphere
and thus from the motor regions of the left hemisphere that control
the right hand. That the left-hemisphere syndrome is often de-
scribed as a ‘‘milder’’ version of the right syndrome suggests the
possibility that the right hemisphere is homolaterally directing the
manipulospatial activities of the right hand. This is also indicated
by P.S.’s performance on the block-design task, where the right
hand, while clearly less efficient than the left, could construct sev-
eral of the designs when the sample patterns were available in free
vision, and thus were seen by both hemispheres, but when only the
left hemisphere saw the design, the right-hand performance deteri-
orated substantially. Thus, it could be the inefficiency of homola-
teral control that gives the appearance of mild constructional
apraxia in left-hemisphere damaged patients.

Why is it that the human left hemisphere seems to be mini-
mally involved in manipulsopatial functions? After all, in nonhu-
man primates, the IPL of each hemisphere maintains a contrala-
teral body—environment spatial map. In man, however, the left IPL
is tied up, in a synaptic sense, with linguistic functions®® (Figure
22). The lesion of the left hemisphere that produces the manipulo-
spatial-like defect is, accordingly, not in the IPL but instead seems
to involve the cell populations that surround the language-

FIGURE 22. Language versus manipulospatiality in the human cerebrum. In the
right half-brain, the presumed neural substrate of manipulospatiality (the inferior
parietal lobule) is shaded. The shaded area in the left hemisphere represents the
language-comprehension regions of the parictotemporal junction (see text for
explanation).
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comprehension regions of the IPL and the remainder of the parie-
totemporal junction®?.

These cytoarchitectonic considerations, in conjunction with
our clinical observations, graphically suggest that the phylogenetic
emergence of human language resulted in a redistribution of func-
tion in the posterior association region of the left hemisphere. That
is, synaptic space previously (in a phyletic sense) devoted to mani-
pulospatial functions in the left hemisphere was sacrificed in the
process of acquiring language. Manipulospatial functions, how-
ever, managed to retain a minimal representation in the surround-
ing association cortex. We thus hypothesize that it is by way of
this representation and its callosal connections that the right IPL
essentially sustains the entirety of manipulospatial appreciation in
man.

These observations concerning the probable neural substrate
of manipulospatial functions have important implications for the
way we view lateralized processes in the human brain. We feel
that the right-hemisphere advantage on manipulospatial tasks may
not be attributable to an evolutionarily superior right hemisphere
but instead to a disadvantaged left hemisphere. That is, the supe-
rior performance of the right hemisphere on these tasks may not
reflect the overall, specialized cognitive style of the right hemi-
sphere but instead may represent definable, localized processing
inefficiencies in the posterior left hemisphere due to the intruding
presence of language in the parietotemporal junction.

The Language-Manipulospatial Relationship

Why should language and manipulospatiality compete for the
same synaptic space? One interesting hypothesis is based on the
theory that language emerged out of tool using®. As the theory
goes, tool using precipitated a focus on objects, and object naming
was the end result. Yet, it would seem that the more basic factor
involved was the emergence of a means of manipulating objects
that were to become tools. Nevertheless, tool using in defense,
play, construction, and foodgathering is certainly a manipulospa-
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tial derivative and depends on various combinations of tactual, vi-
sual, and spatial integration. Similar cross-modal interactions have
been postulated as the basis of language®, which is thought by
some to have emerged as object naming3®~,

So, it is clear that manipulospatiality and language are com-
plexly related. Manipulospatial abilities may have provided the
basis for primitive language (object naming), and both language
and manipulospatiality require similar neural mechanisms (cross-
modal convergence). These observations suggest why language
and manipulospatiality might demand the same neural substrate.

Competition for Synaptic Space

Since manipulospatiality is the phylogenetic resident of the
inferior parietal lobule, the burden is on language to acquire space.
One way this could happen would be for language to be pro-
grammed to emerge in development prior to manipulospatiality.
As it turns out, language does emerge early. By the second postna-
tal year, language is a viable force for parents to enjoy and con-
tend with. In contrast, manipulospatial functions come in much
later. As Inhelder and Piaget have shown, the ability to draw and
copy geometric designs and manually appreciate spatial forms is a
late-developing skill (sixth or seventh year)®!. This later develop-
ment correlates well with the timetable by which language, which
starts out bilaterally in development, becomes largely left-
lateralized in most right-handers®2-%3, Thus, manipulospatiality
may be held in check until language is firmly committed to the left
hemisphere, or manipulospatiality may simply be a late-developing
function. In any event, by the time manipulospatiality does
emerge, language has tied up (in a synaptic sense) the left parieto-
temporal junction, which places the burden of maintaining the
body-—space map entirely on the right IPL.

While the foregoing suggestions presume some fancy synaptic
footwork during ontogeny, recent experiments concerning synaptic
reorganization suggest the possible mechanisms involved.
Schneider has shown that a developing projection system can be
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directed to a cell population with which it does not normally in-
teract and that the anomalous projection can actively compete with
the normal projection for terminal space®. By inference, it would
seemn that if the anomalous projection arrived first and tied up the
terminal space the later-arriving normal projection would be pre-
vented from forming synapses.

Presumably, nature is as clever an experimenter as man. By
simply arranging neural maturation so that language synapses are
formed prior to manipulospatial synapses, language could effec-
tively tie up the left parietotemporal junction. As a consequence,
manipulospatiality would essentially be excluded from forming
synapses in this region, and in addition, less space would be avail-
able for other nonlanguage functions of the left posterior neocortex
(i.e., visual and auditory perception). This simple hypothesis
suggests an explanation for why the right hemisphere has a relative

NORMAL SYNAPTIC FIELD

Ve
REGENERATED
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FIGURE 23. Synaptic compression. Although the total amount of terminal
space is reduced, the system terminates fully in the compressed space. Figure
adapted from Schneider®4.
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advantage on some visual and auditory perceptual tasks (we will
return to perceptual lateralization in a later section).

Before we leave this topic, it is important to point out other
relevant findings from Schneider’s developmental research®. If
one eye and the ipsilateral tectum of a hamster are lesioned during
early development, the optic tract from the undamaged eye, having
been evicted from the damaged tectum, recrosses the cerebral mid-
line to synapse on the vacated, undamaged tectum. Moreover, if
part of one tectum is removed at an early age, the retinal fibers
reorganize and project fully upon the undamaged part, which re-
sults in a compression of the retinotopic map (see Figure 23).
These data show how during an early critical period a lateralized
neural system (the optic tract projection to the tectum) can be
redirected to the side of the brain that it does not normally interact
with. Moreover, these data show how early damage to a neural
system can serve as a stimulus that makes it possible for the brain
to carry out normal functions in less than the normal amount of
space. Taken together, such observations suggest an explanation
for the fact that after early removal of the left hemisphere in
humans, the right hemisphere can acquire language in addition to
its normal repertoire of nonlanguage functions. The early lesion
requires that all cortical functions be organized in one hemisphere,
and compression of synaptic space makes this possible.

Thus, we suggest two developmental models of competition
for synaptic space between language and manipulospatial func-
tions. In normal development, language competes by emerging
early and tying up space before manipulospatiality sets in. How-
ever, when the system is pathologically perturbed, leaving one
half-brain to carry out all functions, synaptic compression allows
more to be done in less space. While these models are clearly
speculative, they certainly suggest an intriguing and empirically
viable interpretation of the facts of cerebral lateralization.

Origins

Throughout the preceding discussion, two assumptions have
been explicit. One is that language is lateralized and the other is
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that it is left-lateralized. While counter examples for both of these
assumptions are readily available, they are just as readily in-
terpreted by the theory.

The important point from our point of view is that the key
factor determining functional asymmetry is where language settles
both between and within the cerebral hemispheres. As a conse-
quence of where language is, the prototypical primate brain plan is
altered. To the extent that language uses up space within a hemi-
sphere, nonlanguage functions of that half-brain must sacrifice
space. Thus, most if not all measurable instances of lateralized
processing, according to the theory, are really by-products of the
lateralization of linguistic mechanisms, and in the next chapter, we
will consider why language is lateralized. For the present, we
would like simply to reemphasize that the dramatic dichotomy of
lateralization seems to be language versus manipulospatiality. In
this regard, it is interesting to note that one of the first reports
documenting specific cognitive deficits following right-hemisphere
damage pointed out the manipulative nature of the spatial defect?.
This early finding, which we seem to have rediscovered, has been
largely overshadowed by an emphasis on the role of the right
hemisphere in perceptual processing, the topic to which we now
turn.

PERCEPTUAL PROCESSING AND CEREBRAL
LATERALIZATION

A variety of normal and clinical studies of visual and auditory
processing have suggested that the nonverbal perceptual skills of
the right half-brain exceed those of the left. As these studies were
largely stimulated by the split-brain data on lateralized mecha-
nisms, the findings came to be interpreted within and viewed as
supporting the hemisphere-specialization theoretical framework.

In light of our observations and speculations concerning the
manipulospatial aspects of lateralization, it seems useful to recon-
sider the data viewed as supporting the idea that the right hemi-
sphere in man is specialized for perceptual processing. Our goal in
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this section is thus to evaluate critically the nature of hemisphere
differences in perceptual capacities for the purpose of determining
whether such differences warrant the view that the neurological
circuitry of the left hemisphere is inappropriate for and incompati-
ble with the mechanisms of perceptual processing. We will focus
on the visual modality and will consider the results of studies of
split-brain, brain-damaged, and normal subjects.

Split-Brain Studies

Most of the split-brain studies that have assessed the visual
perceptual capacities of the separated hemispheres have been con-
founded by the involvement of manipulospatial activities in the test
design32736:38:73  OQur data suggest that the involvement of the
hands in these tests accounts for much of the asymmetry observed.
This is not to say that the hemispheres are equal in their visual per-
ceptual capacities. As we observed on the fragmented-figures task,
circumvention of the manipulative mode did not completely dis-
solve the right-hemisphere advantage. What it did seem to do,
however, was convert a qualitative hemisphere difference into a
relative advantage.

There have been some, though not many, studies of visual
processing in split-brain patients that have not been confounded by
manipulospatial involvement. For example, in one study, the sepa-
rated hemispheres were required to judge whether arrays of dots
seemed to form vertical or horizontal lines®”. The right hemisphere
was found to be superior to the left, and these results were at-
tributed to the specialization of the right half-brain for Gestalt per-
ception. However, both hemispheres were substantially above
chance. In addition, it is worth noting that the right-hemisphere
advantage was obtained by the use of a 20-msec visual exposure,
which is considerably lower than the 100-msec to 150-msec ex-
posure typically used in split-brain experiments. Was such a short
exposure necessary to achieve this effect? If so, the hemisphere
differences in this study, which were not very impressive to begin
with, are of questionable importance. Finally, other factors besides
a perceptual superiority of the right could have contributed to the
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hemisphere differences. For example, virtually all left-hemisphere
errors were of the ‘‘false-positive’” type, which, within the frame-
work of signal-detection theory?®, suggests the possibility that the
left-hemisphere error rate was inflated, not because of inferior per-
ceptual capacities but because of ‘‘response bias.”’ This idea is
strengthened by the fact that in a study of visual recognition,
Kimura®?® observed that the errors of the right-damaged group
(which means the group with the intact left hemisphere) was also
accounted for by false positives.

More dramatic is the observation of right-hemisphere domi-
nance on the bilateral chimeric stimulus task. Levy, Trevarthen,
and Sperry®® presented split-brain patients with two half-stimuli
joined at the midline of visual fixation on each trial. Regardless of
whether the stimuli were nameable (such as common objects) or
resistant to verbal identification (such as complex visual patterns or
faces), the choice item corresponding to the half-stimulus seen by
the right hemisphere was nearly always selected, as long as a
simple pointing response was required. While this effect has been
interpreted as indicative of the superior perceptual capacities of the
right hemisphere, it must be emphasized that right dominance sim-
ply involved control over the response mechanism, for it was
shown that although the left hemisphere failed to respond, it never-
theless perceived its stimulus. As such, the dramatic effect of right
dominance is of minimal importance to questions concerning the
perceptual capacities of the hemispheres. Furthermore, recent ob-
servations on case P.S. suggest that right dominance may be a by-
product of the postoperative recovery involved in learning to live
with a split brain”” (Figure 24).

Of more relevance to the present discussion is the claim of
Levy et al. that although both hemispheres formed visual per-
cepts, each hemisphere used a unique perceptual strategy. The
left supposedly used an analytic, verbal strategy, while the right
employed a holistic strategy. This conclusion, which was based on
the verbal reports of the subjects as well as on an analysis of the
errors obtained by the hemispheres on different tests, is not without
problems.

In the first place, if you ask the patient—which is to say, the
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FIGURE 24. The development of right dominance on the bilateral chimeric
stimulus task. When chimeric tests were administered to P.S. during the first
postoperative month, performance was dominated by bilateral responses (8—S8).
Each hemisphere selected the appropriate matching stimulus on a majority of the
trials. While the left hemisphere (O—O) dominated performance on some trials, the
right (X—X) never did. In the fourth postoperative month, right dominance oc-
curred as often as bilateral responding. By the fifth month, right dominance
seemed to be the preferred mode. These observations on case P.S. suggest the
possibility that right dominance on the chimeric test is not characteristic of the
way the normal brain processes information, as right dominance does not develop
until late in the postoperative recovery period. Perhaps right dominance reflects a
strategy employed by the brain to cope with interhemispheric rivalry instituted by
the split condition.

left hemisphere—to describe what he saw, his verbal description
of a complex visual stimulus will necessarily be analytic and
piecemeal, even if the left hemisphere has fully perceived the item
as a ‘“‘whole.”” A verbal response from the left hemisphere cannot
be viewed as a true index of the perceptual status of that half-
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brain. Second, the error-score analysis of the chimeric data was
based on the verbal performance of the left hemisphere and the
pointing performance of the right. The right simply had to select
one of the choices available by pointing. In contrast, the left had to
learn the names that went with faces or other complex visual pat-
terns and then had to recall the name from memory after seeing the
stimulus. The difficulty of the left hemisphere’s task relative to the
right’s could clearly account, at least in part, for the inferior per-
formance of the left hemisphere on the ‘‘nonverbal’’ tests. As an
added control, however, Levy et al. administered one of the com-
plex pattern tests as a single-field, whole-stimulus test, on which
both hemispheres responded by pointing to the correct choice.
While the right hemisphere had a clear, though relative, advan-
tage, it is suspicious that only one of the four patients involved in
the other phases of the study was reported on.

All things considered, the split-brain studies are of little help
in specifying the nature and extent of hemisphere differences in
perceptual mechanisms. While there is certainly no conclusive evi-
dence for qualitative differences in visual capacities, there is the
suggestion of a right-hemisphere relative superiority, but method-
ological considerations complicate the data interpretation.

Normal Studies

Using the EEG technique to measure hemisphere differences
in normals, Galin and Omnstein found significant left-right dif-
ferences in alpha blocking on verbal and visual tasks?®. Not sur-
prisingly, the right hemisphere seemed to show less activity than
the left on verbal tasks. On the visual task, the reverse was found.
However, the visual task was the block-design task, which we
view as a manipulospatial task, and as we have seen, there are
good reasons why the hemisphere differences should have oc-
curred*®. It is also not surprising that when Ornstein expanded his
tests to include purely visual tasks, he failed to find left-right dif-
ferences 7!. Similarly, Donchin, using the evoked potentials tech-
nique, has been unable to substantiate claims of perceptual asym-
metry 82,
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A variety of studies of normal subjects using recognition?®-26
and reaction-time®%-72-7% procedures have found visual-field effects
that are suggestive of a right-hemisphere superiority in perceiving
visual stimuli that are resistant to verbal encoding. It should be
pointed out, however, that every worker in the field knows of
more perceptual tests that do not yield the effect than do. In addi-
tion, while positive findings are likely to be published, failures to
find evidence suggesting hemispheric differences, given the cur-
rent mind-set in neuropsychology, are viewed as a design problem
rather than as a reflection of the reality of neural function. Finally,
the differences, when found, are generally small and statistical,
and while they suggest a relative advantage on some dimension,
they certainly fail to support in any convincing way the view that
the hemispheres differ qualitatively in visual capacities. Similar
criticisms are relevant to studies of hemispheric differences in au-
ditory and musical perception!®-22:80,

Clinical Studies of Visual Recognition

Observations on visual recognition following lateralized brain
damage show greater deficits following right-hemisphere damage,
thus suggesting that the right half-brain plays a greater role than
the left in visual processing!®-17-20-23,24.66,68  Thege studies also
suggest, however, that the right-hemisphere advantage mainly sur-
faces when the tasks tax the discriminative and integrative capagc-
ities of the hemispheres?*66-68 The interpretation here would
seem to be that both the left and right half-brains have substantial
capacities for visual recognition, with the right excelling mainly
when the upper perceptual limits are tested.

So when the results of normal, split-brain, and other clinical
studies are critically examined, we find that there is little support
for the view that the neural organization of the left hemisphere is
incompatible with the mechanisms of perceptual processing. In
other words, although the right hemisphere shows a relative advan-
tage on some perceptual tests, perceptual processing is clearly the
business of both half-brains. How else could the left hemisphere of
split-brain patients function in the world?
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The implications of these varied observations for left-right
brain organization are simple and straightforward. In our earlier
discussion of manipulospatial functions, we suggested that as a
result of the development of linguistic mechanisms, the left hemi-
sphere sacrifices space and efficiency in mediating manipulospatial
functions. But language comprehension occupies the entire left
parietotemporal junction, not just the inferior parietal lobule. Im-
mediately surrounding this junction in the left hemisphere are the
association areas of the visual, auditory, and somatosensory sys-
tems. It is our view that these systems also suffer, though mainly
at the upper perceptual limits, from the intruding presence of lan-
guage. Consequently, we feel that the qualitatively superior mani-
pulospatial and the relatively superior perceptual skills of the right
hemisphere arise as a by-product of the fact that language is
usually in the left and thus do not represent evolved specializations
of the right.

LOOSE ENDS

The experienced student of brain asymmetry is at this point
no doubt wondering how our model accounts for certain clinical
syndromes, thus far ignored, that result from lateralized cerebral
damage. Before considering specific points, it is important to note
that it has long been recognized that the symptoms produced by
brain pathology do not necessarily coincide with the functions of
the damaged tissue. With this warning in mind, let’s examine a
couple of these syndromes.

Unilateral spatial agnosia involves the inattention to or the ne-
glect of one half of visual space. In the vast majority of cases re-
ported, the disorder occurs as a consequence of lesions in the
parietooccipital region of the right hemisphere, and it is the left
half of space that is ignored*5-974, Patients manifesting neglect
will often bump into objects that are unattended to on the left side
of their paths. They will frequently be unable to find their way
around the corridors of the hospital, always making right turns,
acting as though left turns do not exist. When performing simple
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constructive tasks such as drawing patterns or arranging items in a
systematic way, they frequently ignore the left side of the pattern,
completing only the right side. When reading, they will start in the
middle of a line, again ignoring the left side. If asked to point to
the middle of a horizontal line, they will invariably point some-
where in the middle of the right side, which is probably very close
to the middle of the line that is actually perceived.

Thus, neglect actually accounts for the poor performance of
right-damaged patients on a variety of ‘‘spatial’’ tasks. In many
cases, it is not that the patient has really lost the capacity to per-
ceive spatial relations, but instead that the patient neglects part of
space and thus performs poorly on tasks requiring the use of the
neglected space, while still manifesting intact visuospatial skills in
the unneglected space.

While a variety of theories have surfaced to explain neglect,
most agree thaf neglect represents a disturbance in the mechanism
by which one half of space is attended to. This suggests that atten-
tion to one side of space requires such a mechanism. If this is so,
we are then faced with the problem of explaining how the right
side of space is normally attended to, as neglect usually involves
the left side of space.

Since the left hemisphere of split-brain patients can and does
attend to the right side of space, we have no alternative but to ac-
cept the conclusion that each hemisphere has its own mechanisms
for attending to the contralateral half of space. It would appear that
the parietooccipital region plays an important role in these mecha-
nisms, and our guess is that it does so by mediating between the
cortical sensory and association areas and various subcortical
structures, including the tectum, which has for some time been
implicated in multimodal attentional processes.

Given this model, we propose two possible explanations for
the rarity of unilateral inattention following left-hemisphere. le-
sions. Perhaps neglect of the right side of space is seldom seen
because damage to the left-parietooccipitotemporal junction pro-
duces such severe distortions of consciousness (because of exten-
sive linguistic losses) that it becomes difficult, if not impossible, to
assess more subtle disturbances like neglect. Alternatively, the in-



LATERALIZATION AND SPECIALIZATION 71

vasion of the left-parietooccipitotemporal region by linguistic func-
tions may force the attentional circuitry to occupy more posterior
cortical areas. The lesion leading to neglect of the right half of
space would thus be in or close to the left-occipital cortex. As oc-
cipital lesions are far more likely than more anterior lesions to
render the patient blind in the opposite half-field, and the difficulty
in assessing neglect escalates with the degree of visual field defect,
left-lesioned patients would be less likely to show the syndrome.

Next consider the syndrome called prosopagnosia, or face ag-
nosia. Prosopagnosic patients, as the theory goes, selectively lose
the capacity to recognize faces following parietooccipital damage
in the right hemisphere. As a consequence, the view has emerged
that the right hemisphere is the face perceiver. While this conclu-
sion may be based on a real clinical phenomenon, it is inconsistent
with a variety of other lines of evidence. In the first place, al-
though the clinical disorder involves the inability to recognize fa-
miliar faces, experimental evidence from normal subjects has shown
a left-hemisphere advantage on a familiar face recognition test®!.
Second, split-brain patients are able to associate familiar faces
with names, which must be done in their left hemisphere. Third,
when unfamiliar faces are used in perceptual tests, unselected
brain-damaged patients show more of a deficit following right
hemisphere damage?*. These latter results, however, mirror the
results seen on other visual perceptual tests—a relative right-
hemisphere advantage. Consequently, the evidence fails to justify
the conclusion that face perception is a unique capacity of the right
hemisphere. As with so many other syndromes resulting from
focal damage, it is difficult to use the behavioral defect as valid
index of functional localization, particularly when the syndrome is
as rare and little understood as prosopagnosia.

CONCLUSIONS

The theory of hemisphere specialization has attracted much
attention in recent years. A large part of its popular appeal would
seem to involve its affirmation of man’s uniqueness in the animal
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kingdom. While we do not question the uniqueness of man, we do
take issue with the view that through evolutionary wisdom each
hemisphere in man has been separately endowed with a neural or-
ganization that is incompatible with the type of processing that
occurs in the other half-brain. We prefer the view that what has
become uniquely specialized and genetically specified in the
course of human neural evolution is a potential for the expression
of linguistic functions. The actual expression of these functions ap-
pears to be experientally dependent, with the final location being
secondarily determined and subject to ontogenetic as well as gene-
tic factors. Moreover, we feel that where linguistic functions fi-
nally settle down in the brain during development alters the proto-
typical primate brain plan so that homologous areas in opposite
hemispheres come to carry out different functions. Thus, accord-
ing to this view, lateralized functions do not reflect the genet-
ically specified cognitive styles of the hemispheres but instead
represent specific, localized differences in cerebral organization
that are closely tied to the inter- and intrahemispheric localization
of linguistic mechanisms. Viewed in this manner, the cerebral
hemispheres in man do not oppose each other but instead work
together to maintain the integrity of mental functioning.
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Brain and Language

While it is happily the case that one of the main objectives of
neuroscience is to understand how the brain manages such com-
plex behaviors as language and speech, it is sadly apparent that the
field is nowhere near setting limiting conditions for a theory of lan-
guage as a result of possessing specific knowledge about neural
networks. The literature to date mostly reflects correlations in the
grossest terms. Lateralized damage or disconnections yield patients
with a general loss of this or that kind, and in the main, these ob-
servations have not produced enough information for a theory of
brain and language. Indeed, the a priori issue of whether a system
that is handling such a complex phenomenon can be studied after it
is placed in such total disarray, as is the case following brain dam-
age, is largely ignored.

From a purely neurophysiological and neuroanatomical point
of view, there is at present no knowledge of what it is that makes
the nervous system capable of language and speech. With respect
to language, which here means the capacity to assign symbols to
objects, events, concepts, and the like and to represent them in a
way that carries the agent’s intent to another organism, the essen-
tial biological capacity is particularly mystifying. As we shall see,
this deep-core cognitive capacity seems resistant to massive brain
damage in man and indeed is newly discovered to be present in
chimpanzees and perhaps even lower animals. As a result, the old
tactic of analyzing the gross anatomical discontinuities between
man’s brain as compared to the brain of the chimp and other
animals no longer seems to be a fruitful enterprise, since the essen-
tial difference between these two groups on the language dimen-
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sion is no longer clear. The uniqueness of man appears to be in the
areas of speech production and reception.

In clinical studies, there have been a variety of phenomena
noted following brain damage. Here, a series of well-known and
striking abnormalities appear with a high degree of regularity as a
consequence of discrete lesions. The problem has been, however,
what to do with them. It is not unlike the problem of a radio engi-
neer listening to the squeaks and squawks of a broken radio. No
matter how reliable and accurate his measures might be of the
radio’s behavior, they would tell him precious little about how a
radio works and how it can be fixed unless he possessed prior
knowledge of how it works. With language behavior, it is the
same, with the present problem being that there is no agreed-upon
theory of what language is, let alone how it works in the brain.
Thus, the magnificent summary of aphasic disorders by Lhermitte
and Gautier'—which lists disorders of comprehension as well as
disorders of expression, including phonemic disintegration, dys-
prosody, stereotyped agrammatisms, paraphasia, and the like, each
with its own dramatic reality—finds one feeling that some lovely
answers are available to a variety of unknown questions. Add to
this the fact that disorders of language resulting from brain lesions
invariably have, as an integral part of the disease, numerous as-
sociated cognitive problems, and the task of identifying the rele-
vance of the observations to a biological understanding of lan-
guage becomes staggering.

Still, certain facts concerning brain and language have
emerged, and in what follows, we will attempt to organize them
into a meaningful framework. We will consider our new observa-
tions on case P.S., as well as a variety of other clinical and normal
data that bear on what we feel are some of the key issues concern-
ing the neural correlates of linguistic processes.

LANGUAGE DEVELOPMENT AND LATERALIZATION

In the vast majority of humans, the left hemisphere is domi-
nant for language. In the remaining small percentage, language de-
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velops bilaterally or in the right hemisphere, and the same general
regions are thought to be involved in the two half-brains. In partic-
ular, the specific areas that seem especially involved are Wer-
nicke’s area, the angular gyrus, and the supramarginal gyrus, all
located in the posterior temporal-parietal junction, and Broca’s
area, found at the base of the third frontal convolution (Figure 25).

Detailed knowledge about the microstructure of these areas
and how it might relate to language processing is not available. Al-
though anatomical studies have suggested that the planum tem-
porale of the temporal-parietal junction is larger in the left hemi-
sphere of approximately 60% of the population?, such correlational
findings are at present difficult to interpret. The inadequacy of
these data is pointed out by the fact that roughly 35% of the
remaining population with left-hemisphere language does not have
the supposed critical neuroanatomical structure.

There are no data available that bear directly on why language
is lateralized, but the indirect evidence points out certain hints. In
the first place, it seems that it is really the expressive speech mech-
anism that demands lateralization. This conclusion is suggested by
the original split-brain studies®*-> as well as by our more recent
observations on P.S.28, all of which will be described later. In ad-
dition, the main aphasic syndromes resulting from lateralized dam-
age in those subject populations known to have a high incidence of
bilateral linguistic representation (sinistrals, anomalous dextrals,
and children) are mutism and related expressive dysfunctions®.
These observations suggest that bilateral linguistic representation
primarily insulates these groups from comprehension losses and
that the mechanism by which speech is programmed and executed
is well lateralized and thus sensitive to unilateral damage.

Further evidence that it is the expressive mechanism that
requires lateralization comes from Jones’s study of four stutterers”.
Preoperative sodium amytal testing revealed bilateral speech in all
four patients. Following unilateral frontal surgery for problems in-
cidental to stammering, all patients talked normally (no stuttering).
Thus, bilateral speech representation seems to be associated with
problems in executing vocal control.

Our view of these varied data is that the unilateral represen-
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FIGURE 25. Lesions affecting language and speech processes. (1) Area supplied
by the anterior cerebral artery. Involves frontoparietal region and the corpus cal-
losum with only transient loss of speech as a result of inclusion of the supplemen-
tary motor area. (2) Supplementary motor area of either hemisphere. Stimulation
produces arrest of ongoing speech and initiation of repetitive, nonvoluntary voc-
alization (similar to epileptogenic lesions in the left hemisphere of that area).
Lesions result in abnormalities in initiation, continuation, and inhibition of
speech. (3) Broca’s area, lower part of the premotor zone. Typically produces
agrammatism, poor articulation, and abnormal writing of events required for both
pronunciation of words and fluent speech. (4) Retrocentral area. Lesions result in
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tation of the mechanisms by which speech is programmed and ex-
ecuted provides a final cognitive path through which behavior can
be organized and controlled®-®. Though both sides of the brain may
comprehend and store linguistic information, the unilateral control
over speech provides a common point through which the various
cognitive activities related to language can be channeled and
through which their relative importance is ranked and motor com-
mands are programmed and executed. Therefore, comprehension
generally follows where speech goes, though comprehension may
clearly set up shop on its own. Whether it normally does in the ab-
sence of an acute neuropathological stimulus will be considered
later.

Sodium amytal testing has revealed that a small percentage of
the population have bilateral speech and are linguistically intact!®.
The extremely small proportion of the human population with bi-
lateral speech attests to nature’s antipathy for the model. Neverthe-
less, an efficiently functioning commissural system could override
the deleterious effects of bilateral representation by providing in-
terhemispheric speech synchronization or inhibition of the mecha-
nisms on one side or the other. A similar notion is relevant to the
postulated relation between bilateral comprehension and learning
disabilities'' '3, Since many persons who are not learning disabled
have bilateral comprehension, it would seem that malfunctioning

apraxia of the lips and tongue, lead to disintegration of speech as a whole.
(5) Temporal region. Lesions affect the ability to generalize and differentiate
phonetic sounds, cause disintegration of phonetic hearing. Lesions usually pro-
duce abnormal speech production and poor reading and writing. (6)
Temporal-parietal-occipital region. Lesions do not change the external articulated
speech but prevent mental integration of separate elements (disturb simultaneous
synthesis). Lesions lead to disintegration of rational speech and to disturbance of
the understanding of logical, grammatical constructions (semantic aphasia). (7)
Bilateral lesion of the temporal lobe, posterior 2/5 of the first and second temporal
convolutions, plus posterior half of the island of Reil, extending to the inferior
parietal lobe. Shows word deafness, severe motor aphasia, more muteness than
paraphasia. (8) Near Broca’s in the motor area of the lateral side of the hemi-
sphere. Electrical stimulation results in perseveration of speech. From M. S. Graz-
zaniga, 1975, Brain mechanisms and behavior, in: M. S. Gazzaniga and C.
Blakemore (Eds.), Handbook of Psychobiology, New York, Academic Press.
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interhemispheric mechanisms could be a critical variable in the
disorder.

In spite of the preponderance of left-hemisphere dominance in
adults, it appears that linguistic mechanisms emerge bilaterally
during early development and only later consolidate in the left
hemisphere®'®. During this early period, it is as if the child has a
split brain'®. The interhemispheric connections do not fully mye-
linate, especially those fibers innervating the language areas, until
late in development?®. Until then, each side could be storing en-
grams, more or less independently, because of a certain ignorance
each hemisphere has of what is going on in the other.

It is not known for sure why the left hemisphere emerges as
the neuroanatomical site for normal language processing. There
are genetic models’*, environmental models'®, extrachromosomal
models'®, developmental models emphasizing the relationship be-
tween hand and eye'”, and neuroanatomical models?. One essen-
tial problem with all of these models is the basic fact that either
hemisphere is capable of sustaining language development. More-
over, where the final processing occurs seems easily influenced by
early brain damage and possibly environmental influences. This
fact points out that during development, there is a critical period in
which the brain is essentially malleable and language centers can
become established on either side. Once this critical period has
passed, however, the verbal centers become quite rigid, and sub-
sequent injury finds the organism almost always unable to reestab-
lish language.

Recently, Nottebohm?8 has suggested that the lateralization of
human language and the vocal control of bird song might both be
attributable to a factor as simple as the rate at which the two sides
of the nervous system develop. This view is certainly consonant
with the observation that the left pyramidal tract in humans crosses
the medullary midline during development prior to the time that
the fibers from the right hemisphere cross®s.

The faster (or earlier) development of one half-brain could
also be the factor that determines handedness. The more mature
hemisphere, like an older sibling, would have the advantage in
sensorimotor as well as cognitive development.
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In the previous chapter, we developed a model of language
lateralization based on the idea that as language becomes left-lat-
eralized, other functions fill in the vacated synaptic space in the
right hemisphere. If a lesion of the left side occurs prior to the
time that these other functions have acquired space, recovery is
seen. Otherwise, it is not.

Recent studies by Nottebohm!®-22 suggest a molecular model
that could explain how these shifting and shiftable functions are
programmed. In brief, he has shown that the learning of bird song
by the young chaffinch can occur only up to the first year of life. If
the bird is exposed to the father’s song after 12 months, no learn-
ing ever occurs. On the other hand, if the young male is castrated,
which delays the onset of puberty, the song can be learned up to
almost two years.

The essential change that occurs with castration, of course, is
the change of blood levels of testosterone, an event that occurs
around puberty in humans, which is almost the time that language
is “‘wired out’” and is no longer capable of being reestablished. At
the biochemical level, it is now known that hormones like testos-
terone have an enormous effect on neural-cell regulation. Not only
is this link exciting at a basic level of neural functioning but it
raises intriguing possibilities for a possible molecular approach to
rehabilitation.

RIGHT-HEMISPHERE LANGUAGE IN THE LEFT-
DOMINANT POPULATION?

Up until the mid-1960s, it was commonly believed that the
right hemisphere in man was little involved in language proces-
sing. Penfield and others, for example, were able to obtain lan-
guage phenomena only by stimulating language areas within the
left hemisphere?®. While there were clear exceptions to this gen-
eral rule, especially in left-handers, the predominant view was that
language processing was the business of the left hemisphere.

About that time, a series of tests carried out on Bogen’s split-
brain patients was reported®. In the first set of studies, it was found
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that the right hemisphere of some patients could comprehend some
simple nouns. However, the same patients were totally unable to
process verbs and showed little evidence that they could grasp ad-
jectives. Later, another series of linguistic tests were administered,
and again it was shown that the right hemisphere was syntactically
weak?*. It seemed to be able to recognize the negative but could
not make plurals or comprehend tense and failed on a variety of
other tests of syntactical ability. Studies by Levy and Trevarthen
revealed that the right hemisphere could not rhyme, and they too
came up with a rather meager picture of its language functions®®.
More recently, Zaidel has reported that the right hemisphere in
Bogen’s patients seems more adept at language®®. He attributed
this increased ability to process language to improved methods of
stimulus lateralization, which in effect allows the subject more
time to explore the nature of the stimulus.

TABLE 2. Rhyming, Opposite, and Conceptual Matches®

Correct Responses

Rhymes
Left hemisphere: canoe (new), sky (lie),
corn (barn), brook (shook), beet (heat),

hall (maul) 4/6
Right Hemisphere: tie (buy), rose (knows),
fur (her), knee (pea), stair (care), hoe (dough) 6/6
Opposites
Left Hemisphere: circle (square),
army (navy), cat (dog), bride (groom) 4/4
Right hemisphere: girl (boy),
doctor (patient), angel (devil), child (adult) 4/4
Concepts

Left hemisphere: clock (time), porch (house),

devil (hell), crowd (people), shell (turtle),

chair (table) 5/6
Right hemisphere: phone (talk), check (bank),

nurse (hospital), court (judge), shore (beach),

floor (tile) 5/6

2In these tests, the first word of each pair shown was lateralized and the word in parentheses
was the correct match. Both hemispheres performed well on these tests.



BRAIN AND LANGUAGE 85

The initial observations on the Wilson series of patients
seemed consistent with the earlier findings. The right hemisphere
performed poorly on tasks requiring phonemic analysis??. The data
suggested that while the right hemisphere does understand simple
spoken words, it must gain meaning from the whole sound of the
word and not from its phonemic elements.

In contrast to all of the other patients examined in both series
is case P.S. This patient is truly remarkable from the point of view
of linguistic analysis, and it is worth considering some of the right-
hemisphere and left-hemisphere language skills that we have noted
to date®®. Within a month after surgery, we observed an incredible
range of language skills in both hemispheres, using standard ta-
chistoscopic exposure procedures (Table 2). In brief, the patient
was able to rhyme and to recognize opposites and superordinate
concepts and was also able to act on printed commands (Table 3).

TABLE 3. Action Verbs and Verbal Commands®

Correct Responses

Left Hemisphere Right Hemisphere

Action verbs:
Sleeping, laughing, crying,
eating, writing, falling,
running, drinking, dripping,
smoking (10) 9 10

Verbal commands:

Hand praxis (12) 5 5
Finger praxis ®) 2 3
Whole-body movements ) 3 4
Facial and head praxis (19) 10 12
Engrams for object use ®) 6 3

“Each of the 10 action verbs was visually lateralized to each half-brain. The subject was
required to point to the picture that best matched the action described by the verb. Verbal
commands or key words in the commands were lateralized, and the subject was required to
perform the command. Total trials to each hemisphere are shown in parentheses. The low
response rate is accounted for by ‘‘no-response’’ trials and ‘‘incorrect-response’’ trials,
both of which may reflect active inhibition or even interference from the ‘‘nonseeing”’
hemisphere (48), as well as failure to comprehend the command or to perceive the word
flashed.
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Thus, when a word—say, pie—was laterally projected to the right
hemisphere, the patient would claim that he saw nothing, but then
with the left hand, he was able to point to the card that had the pic-
ture of a pie on it. With similar procedures, the superordinate
classes were managed. For example, when the word judge was
flashed to the right hemisphere, the patient could choose from a
series of cards the most appropriate matching word, which was
trial. Similarly, P.S. was able to match lateralized *‘action verbs’’
to the picture depicting the action. He was also able to carry out
printed verbal commands lateralized to either hemisphere. Ex-
amples of such commands are ‘‘stand,”” ‘‘clap,” ‘‘laugh,”
“wink,”” ‘“‘wave,”’ and ‘‘salute.”” On other trials, he was told to
touch his thumb (or forefinger) to this finger, and the appropriate
finger name would then be flashed.

In addition to these right-hemisphere comprehensive skills,
which alone distinguished P.S. from all previous split-brain pa-
tients, we witnessed expressive capacities in the mute half-brain.
A line drawing or a picture of a common object was flashed to the
right hemisphere on each of eight trials, and P.S. was asked to
spell the name of the item by selecting the appropriate letters from
a group and placing them in proper sequence. Irrelevant letters
were always included in the group. With little trouble, P.S. spelled
pin, apple, tire, card, bike, leaf, bulb, and sheep.

Most impressive, however, was the ability of the mute half-
brain to write with the left hand (Figure 26). It is quite interesting
to note that one expressive capacity (writing) can develop and exist
in the absence of another (speech), a finding that suggests that
each facet of the language process may have its own develop-
mental control mechanism.

This rather startling demonstration of the extent of right-
hemisphere language in case P.S. underlines the general rule con-
cerning right-hemisphere language in split-brain patients. In brief,
the variation in the amount and kind of language in the mute
hemisphere is far greater than the consistency and is most likely a
function of the degree and place of early brain damage to the left
half-brain. In case P.S., it is known that there was early brain pa-
thology in the left temporal region at the age of 2. The conse-
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FIGURE 26. Writing with the left and right hands in response to lateralized in-
formation. Pictures or line drawings of objects were flashed to one hemisphere or
to the other, and P.S. was asked to write the names of the objects. The left hand,
although clumsy, managed to spell cup, pen, and key, when these objects were
presented to the right hemisphere (Part A). The left hand was quite incapable of
generating a legible response when a playing card and a fork were presented, on
separate trials, to the left hemisphere (Part B). The right hand was, naturally,
adept at responding to left-hemisphere stimuli (Part C). When the right hand tried
to respond to right-hemisphere stimuli (a light bulb on the first two trials, a cup
on a third), performance deteriorated (Part D).
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quence of this lesion would seem to have been to bilateralize the
language mechanisms. Similarly, both N.G. and L.B. (the two pa-
tients in the Bogen series that can supposedly be shown to have
rich right-hemisphere language when tested under prolonged ex-
posure) have been shown to have left temporal seizure foci??. In
contrast, under standard test conditions, W.J. of the Bogen series,
who apparently developed normally through age 30, showed no
signs of right-hemisphere language3-!7.

In the more general clinical literature, there are scattered re-
ports suggesting some (though usually minimal) linguistic survival
following left hemispherectomy in some right-handed adults with
no obvious early brain pathology3°~34. These few cases, however,
which are part of a small population, contrast with the extensive
number of patients (global aphasics) who lose all natural language
skills following massive left-hemisphere damage.

The right hemisphere has long been viewed as playing an im-
portant compensatory role in the recovery from aphasia following
left damage*$-47, However, Hecaen®” noted that it is generally
more plausible to attribute the recovery to remaining left-
hemisphere tissue, except in cases of massive damage to the left.

We thus feel that the split-brain and other clinical data pro-
vide little positive support for the view that the right hemisphere is
normally active in linguistic processing in the left-dominant popu-
lation. This view is consistent with the recent results of a series of
tests administered to normal subjects?,

These tests made use of the fact that when a word is flashed
across the midpoint of the visual field, those letters appearing to
the left of center go to the right hemisphere, and those appearing
to the right of center go to the left. Thus, if a subject is fixating the
midpoint of the word tyrant, the first three letters, fyr-, go to the
right hemisphere, and the last three, -ant, go to the left. While it
seems reasonable to assume that all six letters must be reassembled
before the subject can read the complete word, the experiment was
aimed at picking up what the separate hemispheres can do linguis-
tically with the three-letter word segment presented to it before the
whole six-letter word is assembled (Figure 27).

In the first experiment, a large list of ordinary six-letter En-
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FIGURE 27. Experiment shows the hazards of interpreting clinical data in the
framework of the cerebral dynamics of the normal brain. While a variety of clini-
cal studies have suggested that the right hemisphere is capable of simple word
discriminations, such as pot or jar, the reaction-time data under lateralized testing
conditions suggest that the right hemisphere passes all word elements over to the
left for assembly before processing the entire word. See text for full explanations.

glish words was generated. There were four types: Type | words,
in which the first but not the last three letters formed a word, for
example, potent; Type 2 words, in which the last three letters
formed a word, for example, despot; Type 3 words, in which both
three-letter groups formed words, for example, target; and Type 4
words, in which neither of the three-letter groups formed words,
for example, foster. The subject’s task in this study was to press a
small, vertically mounted lever held between the thumb and the
index finger of the right hand if either three-letter segment formed
a word. If neither segment formed a word, the subject was
required to refrain from pressing.

Again, this procedure meant that when a stimulus of Type |
(potent) was presented, the left hemisphere initially received the
nonword portion and the right hemisphere the word portion. The
reverse was true when stimuli of Type 2 were flashed. If the sub-
ject responded faster to stimuli of Type 2 than to stimuli of Type
1, the result would suggest that the left hemisphere could make a
judgment about a part of the word before the entire word was as-
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sembled. On the other hand, if the subject responded faster to
stimuli of Type 1, in which the three-letter-word segment went to
the right hemisphere first, then the result would suggest that the
word was assembled in the left hemisphere and scanned from left
to right. In other words, if the results took this turn, it would
suggest that the right hemisphere does no processing of the infor-
mation but rather sends it over to the left for assembly and lan-
guage analysis.

It was found that indeed Type | stimuli were responded to ap-
proximately 300 msec faster than Type 2 stimuli. The interpreta-
tion offered of these findings is that the right hemisphere sends its
information over to the left, where the entire word is assembled.
After assembly, a scanning process that normally goes from left to
right extracts from the three-letter segment the information neces-
sary to make the correct response. These and other studies de-
scribed in the original report suggest that the right hemisphere, no
matter what its potential for linguistic analysis might be in abnor-
mal states, does not, when normal English words are being read,
contribute much to the reading process. The studies do not rule out
the possibility that the right hemisphere may be capable of per-
forming simple linguistic functions, but they do strongly imply
that the right-hemisphere linguistic abilities are not heavily re-
lied upon by callosum-intact persons, when reading ordinary
prose.

Thus, it would seem that right-hemisphere language in the
left-dominant population is only a possibility and clearly is not the
rule. Even less likely, however, is the possibility that right-
hemisphere language, when it exists in left-dominant persons, is
qualitatively different from normal left-hemisphere language®.
We have found nothing unique about the language capacities
present in the right half-brain of P.S., and following early left
hemispherectomy, patients can develop normal language skills,
though the process is sometimes protracted?'. We feel that when
patients are shown to have unique right-hemisphere language skills,
what is being measured is an abnormal and/or arrested devel-
opment of normal linguistic mechanisms.
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LANGUAGE AND PRAXIS

Closely tied to questions concerning the organization of lan-
guage in the brain are issues associated with the nature of volun-
tary movement. In the last century, Leipmann suggested that the
hemisphere contralateral to the preferred hand is the primary locus
of storage of motor engrams for skilled movement?®. More re-
cently, Geschwind has adopted a similar position3®.

Of particular relevance here are our observations of case P.S.
As we described earlier, P.S., who is right-handed, was able to
carry out a variety of movements in response to verbal commands
directed to his right hemisphere. In addition, he was equally adept
with each hemisphere at mimicking finger postures*® with the con-
tralateral hand, and both hemispheres were poor with the ipsila-
teral hand. In contrast, while the Bogen patients performed quite
similarly to P.S. on the finger-postures test*°, they were unable to
carry out right-hemisphere verbal commands®-!7,

These split-brain observations suggest several important
points concerning the neurological basis of praxis. In the first
place, each separated hemisphere seems to exercise control over
the distal musculature of the contralateral but not the ipsilateral
hand. Thus, the view that the left hemisphere exercises motor con-
trol over both hands is not supported. While it could be argued that
early extracallosal damage in split-brain patients institutes a
reorganization of motor circuitry so that motor engrams become
bilateralized, a recent study of normal subjects suggests otherwise.
Lomas and Kimura*! have shown that the skilled motor activities
of the right but not the left hand are interfered with by left-
hemisphere activity (talking). This finding is consistent with the
split-brain data in that it suggests that the left hemisphere is mini-
mally involved in the control of the motor activities of the left
hand.

Second, it would seem that an inability to carry out verbal
commands through the right half-brain is more attributable to the
absence of linguistic representation than to a lack of motor en-
grams. In other words, a rich linguistic representation in the right
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hemisphere, as in P.S., merely allows verbal access to motor skills
that are normally present.

These observations allow speculation concerning the the lat-
eralization of handedness and speech. As noted earlier, the left
hemisphere may have a developmental edge over the right. As a
consequence, the right hand would naturally take the lead early in
life. Similarly, the more advanced half-brain would also acquire a
more potent linguistic representation. It is easy to see how a
“‘feed-forward’’ system could be set up that would increase the
probability that finely tuned motor skills (including speech) would
consolidate in the left.

Whatever advantage the left hemisphere may possess relative
to the right in controlling skilled movement, and for whatever
reason, the observations on human commissurotomy cases never-
theless suggest that each hemisphere exercises the primary control
over the contralateral distal extremities and has relatively ‘poor
control over the distal musculature of the ipsilateral extremities.
Similar results have been obtained in studies of nonhuman pri-
mates 42, In addition, the observations on P.S. show that in a right-
handed patient, each half-brain can have its own store of informa-
tion of executing and controlling most nondistal motor activities,
save for the important exception of speech, for which one half-
brain, usually the right, falls short.

ARTIFICIAL AND NATURAL LANGUAGE

Throughout this chapter, we have rather loosely used terms
such as language and linguistic but have done so entirely within
the context of normal, human language, by which we mean capac-
ities such as speech production and reception, as well as the read-
ing and writing of speech derivatives. Yet, the fascinating studies
of the communicative capacities of chimpanzees, in contrived*? as
well as natural*® situations, have shown that the cognitive capaci-
ties underlying communicative skills are not unique to man in any
absolute sense. Of particular relevance here is Premack’s success
in teaching an artificial language to Sarah®.
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Premack’s work with Sarah suggested a possible means of re-
habilitating global aphasics—humans with massive lesions of the
language-dominant hemisphere that deprive the patient of the abil-
ity to speak, comprehend speech, read, and write. Could such pa-
tients learn a metalanguage using their intact right half-brain?

In studies carried out with Glass and Premack, it was shown
that the totally languageless adult could indeed learn a meta-
language system®. In brief, the training program went like this.
Preliminary to any language training, a viable social relation was
established between the patient and the trainer. This phase was ex-
tremely important, for if the motivational setting was inappro-
priate, no learning would occur. In psychological parlance, if a pa-
tient was emotionally flat and showed no preferences, it was
impossible to arrange a contingency in which manipulating and
learning X would produce desired reward Y. All too frequently,
neuropsychological assessment procedures ignore this factor. Tests
are designed, norms are established, and the relation all this has to
testing a brain-damaged patient, who surely is in a complex, ever-
changing motivational state, is just this side of remote.

Consider Mr. J.A., who was a card shark both before and
after his stroke. His motivation to learn the system was radically
enhanced when the symbols were introduced in the context of a
game of cards. Another patient was a carpenter, and so the objects
chosen with which to associate words were nuts, bolts, and screws
of various shapes and sizes. He was able to judge screws as iden-
tical or different with more accuracy than the experimenter. Gener-
ally, the reward for correct performance was social; the trainer
smiled, expressed pleasure, patted the subject, and so forth. Addi-
tional reinforcers, such as food and candy, were sometimes also
used. The training procedure and the set of reinforcers, then, were
highly individualistic and were geared to the specific patient.

With the use of paper cutout symbols, errorless training pro-
cedures were administered in the initial training (Figure 28). For
example, in the teaching of ‘‘same versus different,”” two similar
objects—say, two apples—were placed on a table in front of the
patient. Placed in between was another symbol, a question marker,
which came to mean ‘‘missing element.”” The subjects learned to
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FIGURE 28. As can be seen, the same-different judgment was easily managed by
all the aphasics tested. The block boxes indicate only the level of
artificial-language training achieved before hospital dismissal. From A. V. Glass,
M. S. Gazzaniga, and D. Premack, 1972, Artificial language training in global
aphasics, Neuropsychologia 11:95-103.

slide the question marker out from between the two test objects
and insert in its place the symbol meaning ‘‘same.’’ At first, this
was the only response allowed. Subsequently, an apple and a
screwdriver were placed in front of the patient, and the patient had
to remove the question marker and insert the symbol meaning
“‘different.”” Following this training, the two symbols were both
available on each trial, and the subject now had to make the cor-
rect response to the two varying ‘‘same’ or ‘‘different’’ stimuli.
When the stimuli used in training were then changed, it was ob-
served that the subjects could use the symbols correctly no matter
what test objects were used by the examiner.

These procedures, then, enable one to teach any number of
language operations to the global aphasic patient. The ‘negative,”’
““yes,”” and ‘‘no,”’ the ‘‘question,”” and simple sentences were all
successfully taught. Before teaching the sentences, the trainer in-
creased the patient’s lexicon by teaching him a few nouns, verbs,
and personal names (Figure 29). Each of these words was taught
by the association of a symbol with an object, action or agent in
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the context of a simple social transaction. An object was placed
before the patient along with the symbol for the object, and the pa-
tient was required to place the symbol on the writing surface, after
which he was given the object. The first object was replaced by a
second one, along with the word appropriate to it, and the subject
was again required to place the name on the writing surface in
order to obtain the object. This training too was errorless, as was
all training in the initial stages. Learning was assessed as usual by
choice trials in which one object was presented along with two
words and the subject was required to use the word appropriate to
the object.

These results demonstrate that certain cognitive skills can
exist independent of natural language. The patients, like chimpan-
zees, were able to meet the logical and conceptual demands

FIGURE 29. Using the methods developed by Premack for the chimpanzee, the
global aphasic also learned to ‘‘write’” simple sentences. Here, while the ex-
aminer carries out a simple act of stirring the water, the subject is about to ar-
range the appropriate symbols in a way that effectively says, ‘‘Mike stirs water.”
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required to learn the metalanguage. However, it would appear that
the cognitive skills of the intact right hemisphere of the global
aphasic are probably more like those of a smart chimp than those
of a linguistically intact human.

PSYCHOLINGUISTICS AND THE BRAIN SCIENCES

How does brain research illuminate psycholinguistic theory?
Some feel that it doesn’t and moreover that there is little value in
the effort of trying to understand language by studying the brain. If
the objective of linguistics is to describe accurately the rules that
predict language use in a formal way, then once that is ac-
complished, the job of the linguist is, in some sense, done. The
language behavior of a brain-damaged person, while interesting,
may or may not be disrupted in ways that make sense to a formal
theory.

For example, the analysis of aphasic patients to date has not
isolated syndromes with any specificity that might directly affect a
linguistic view of language. There are no reports of patients that
have specifically dropped the first, third, or whichever rewrite rule
of the sentence. If data from the clinic have anything at all to say
about the current linguistic models, it is that the models don’t
seem to have a reality when aphasic speech is the issue at hand. In
one case we studied, the patient was severely aphasic and was to-
tally unable to say ‘‘Close the window’’ or to respond to ‘‘Tap the
blue block and then the red block.”” Yet, the patient, a proctologi-
cal surgeon for 48 years, was able, when asked his opinion of
Preparation H, to deliver a five-minute, syntactically correct ha-
rangue on why it was crazy to use such products!

Such instances are hard to explain with a simple linguistic
model. It would almost seem that the Preparation H answer had
been given so many times that it had the status of a punched tape,
burped out almost subconsciously. Yet, looked at by itself, it
would be material for the linguist to analyze both on the surface
and in terms of its deep-structure characteristics. It seems that if
such generative processes were working in this instance, they



BRAIN AND [ANGUAGE 97

should be working enough to produce the sentence ‘‘Close the
window.”’

In addition to most phenomena in aphasia, there are a few
common clinical states that have not received proper attention. Pa-
tients with dominant-hemisphere damage often suffer from either
anomia or dysnomia. This inability to find a noun is never con-
trasted by observations of patients suffering from averbia! What is
it about the role of the verb in the language process that makes this
part of speech elusive in discrete brain disease? It seems that when
verbs do go, the entire language system collapses. The centrality
of verbs to the communication process is real. To know a verb is
to know a generalization. Whereas an apple is an apple, the verb
pour can be used in hundreds of contexts. It is of interest to note
that in the metalanguage training of aphasics, verbs were difficult
to train, whereas symbols for noun-objects were generally learned
in one trial.

LANGUAGE AND MEMORY

We feel that the main lessons from the clinic to date also illu-
minate issues in the way verbal information is organized and
stored in the brain. Specifically, when patients with either chronic,
steady-state brain damage or patients with transient abnormalities
are carefully examined, it becomes apparent that aspects of lan-
guage are discretely stored in complex interconnecting neural net-
works so that a lesion breaking a connection between two different
storage areas finds the patient unable to use the words and deriva-
tive ideas conjunctively. For example, a patient with alexia but
without agraphia was recently examined who showed this effect
rather dramatically. This syndrome, which is very labile, eventu-
ally settles down, and consistent behavior can be observed. In this
particular case, the patient had a specific color anomia, which is to
say that she could point to a line drawing of a banana, or a frog, or
a tree, and when asked what color the items were, she would
respond appropriately. However, when asked to state the color of
cherries or strawberries, which she could easily discriminate from
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other line drawings, she was totally and completely unable to say
“‘red.”” She could pick the color out from a selection of color cards
and then call it ‘‘reddish, I guess.”’

The patient was taken through the list several times, and each
time she was to name the color of the red fruits, she would say she
didn’t know. Then she was asked what was the color of a fire
engine, and she immediately responded, ‘‘Oh, red.”” How about
an old-time schoolhouse? ‘‘Red,’’ she shot back. Well, what about
cherries? ‘‘Gee, I don’t know!”’

Clearly these data suggest that particular classes of informa-
tion are stored in particular brain areas. These areas are multiply
accessed through specific neural channels, so that accessing red for
fruits might be impaired but not red for fire engines. Such observa-
tions are truly suggestive of important mental mechanisms, and
these will be examined in Chapter 6. For now, however, we leave
both memory and language and turn to a not altogether different
problem, but one that we will approach somewhat differently,
namely, brain and intelligence.
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Brain and Intelligence

The problem of brain and intelligence was first approached by
Lashley!. From his studies, two principles concerning the relation
between brain and higher cognitive processes emerged. These
were the principles of equipotentiality and mass action. The first
suggests that all cortical areas are equally potent in carrying out
mental functions, and the second, that cognitive capacity is deter-
mined by the total mass of tissue available for information proces-
sing.

These principles have dramatically influenced the course of
neuropsychology, so much so, in fact, that the field has not yet re-
covered from their deleterious effects. In this chapter, our goal is
first to put mass action and equipotentiality, as Lashley viewed
them, forever to rest and then to go on to elucidate the neurologi-
cal view of intelligence that emerges from studies of split-brain
animals and human commissurotomy cases.

CORTICAL EQUIPOTENTIALITY AND
INTERHEMISPHERIC DYNAMICS

Traditionally viewed, the notion of cortical equipotentiality
readily contrasts with that of cortical specificity. Are cognitive
functions dependent upon interchangeable neural mechanisms, or
are different cognitive functions carried out by unique patterns of
neural circuitry?

On the one hand, the idea of cortical equipotentiality makes
little sense when considered in light of the continuing studies of

103
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partial and complete commissurotomy in both monkey and
man®~7. Sectioning of selective commissural sites produces unique
and specific deficits in the interhemispheric flow of information.
Yet, given such organizational specificity, it is difficult to under-
stand how massive cerebral lesions can leave cognitive processes
largely intact, save for certain sensorimotor losses®~!%2%-26_ Such
paradoxes are easily resolved when the issue is viewed from the
vantage point of interhemispheric dynamics.

Consider the multitude of animal lesion studies that have
addressed the problem of localizing the brain mechanisms involved
in visual-discrimination learning. While bilaterally symmetric le-
sions are known to produce clear and specific cognitive deficits,
the comparable unilateral lesion has little effect!!-'2, However, if
the unilateral lesion is produced in a split-brain animal, the per-
turbed hemisphere manifests the deficit that is usually seen only
after bilateral damage'*-'3. These data suggest a good deal of in-
terhemispheric equipotentiality with regard to homologous areas in
opposite hemispheres (excluding, of course, lateralized sensorimo-
tor and cognitive functions, especically in adults) and also high-
light the clear absence of cognitive equipotentiality within a hemi-
sphere.

The idea of interhemispheric equipotentiality is dramatically
supported by clinical observations of brain-damaged children.
Time and again, it has been shown that following the early loss of
an entire hemisphere, the remaining half-brain is capable of sus-
taining cognitive development at high levels'*:!3. Are we really to
believe that half of the neocortical mass is sufficient for maintain-
ing higher cortical functioning? This question really takes us to
Lashley’s other principle, mass action. Let us first summarize here
by saying that equipotentiality, as Lashley viewed it, simply does
not exist. There is no way that the occipital lobe is going to talk.
On the other hand, homologous areas in the two half-brains are, to
a large extent, capable of substituting for each other.

MASS ACTION

Lashley felt that the only useful index of cognitive capacity
was brain mass. Capacity was thought to depend primarily upon
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the mass of neural tissue available for information processing. This
notion is also the basis of Jerison’s theory of the progressive evo-
lution of the brain'.

These ideas are not by any means wholly accepted by the sci-
entific community. In fact, the current popularity of the anatomical
approach in the brain sciences is based on the premise that the crit-
ical factor in brain function is the quality of neural connections,
not mere tissue quantity.

It thus seems reasonable to approach the problem of brain and
intelligence by asking whether the information-processing capacity
of the brain is determined by the total mass of tissue available or
by the quality of the connections available. As it turns out, the
split-brain preparation is ideally suited to an examination of this
question.

The idea here is that the single, isolated hemisphere is quali-
tatively intact, having a nearly complete system of intrahemi-
spheric circuitry, but is quantitatively reduced by half relative to
the whole brain. So, if the processing capacity of the half-brain is
found to be substantially less than that of the whole brain, then
brain mass proves to be the critical factor. Otherwise, the quality
of connections reigns. Although various studies have been con-
ducted with this approach and have produced contradictory find-
ings'”"23, when the appropriate control tests are run?¢2¢  the
quality of neural connections proves to be more important than
mere quantity as a determinant of cognitive capacity.

How Smart Is the Half-Brain ?

The information-processing capacity of the half-brain as op-
posed to the whole brain has recently been examined in a series of
monkey experiments by Richard Nakamura using the nested
match-to-sample (NMTS) and the multiple delayed match-to-
sample design (MDMTS)?*726. These tasks allow for a rather pure
measure of information-processing capacity because the discrimi-
native stimuli used can be well trained beforehand, thus minimiz-
ing the perceptual demands made on the subjects. This training is
particularly important for tests of the processing capacity of ani-
mals with sectioned optic chiasms, which the split-brain monkeys
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have, for the visual apparatus of such animals is significantly im-
paired relative to that of normals2.

In the MDMTS task, the subjects were presented with a color
(red or green) as the sample stimulus, with the matching colors
(red and green) appearing after delays of 0, 2, 6, or 18 sec. This is
essentially a short-term memory task.

The results for the MDMTS experiments are shown in Figure
30. As can be seen, normal subjects and chiasm-sectioned splits
using one eye or both eyes performed at equivalent levels at all
delays. Thus, the data clearly suggest that the short-term memory
capacity of the single hemisphere is fully equivalent to that of the
whole brain.

The NMTS task requires that the monkey put ‘‘on hold’’ one
piece of information while a match-to-sample task is performed.
Subsequently, the original piece of information is used in a dif-
ferent match-to-sample task (see Figure 31). For example, first a
color stimulus comes on, and then a patterned stimulus is pre-
sented. Next, two patterns are presented, one of which must be
matched to the original pattern. Finally, two colors come on, one
of which matches the original color. Thus, the color-matching
problem starts before and finishes after the pattern-matching prob-
lem. What makes this task particularly difficult is the fact that
across trials the subject is required to retain information about two
different samples, and in addition, during each trial, the subject
must retain the information necessary to perform the outside task
while performing the potentially interfering inside task.

On this task, Nakamura compared the performance of nor-
mals, splits, partial splits, and hemispherectomized animals using
one eye and both eyes. Figure 32 shows that the only group at a
loss was the split group using one eye. Comparison of the perfor-
mance of hemispherectomized animals and splits using both eyes
suggests that the poor performance of the one eye (and one hemi-
sphere) splits did not reflect the processing capacity of the half-
brain as opposed to the whole brain. Instead, the data are more
consonant with the view that the nonseeing hemisphere of the split
actively interferes with the efficient performance of the seeing
half-brain. One can prevent interference by removing the poten-
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tially interfering hemisphere, by allowing both half-brains to view
the task, or by leaving portions of the interhemispheric pathways
intact. Thus, again, we see that the processing capacity of the half-
brain is fully equivalent to that of the whole brain.

Observations such as these naturally raise the question of why
vertebrates have two cerebral hemispheres. The answer is not
likely to be related to cognitive mechanisms but instead to sen-
sorimotor control. After all, primitive vertebrates, whose brains
are largely sensorimotor machines, have two hemispheres. In addi-
tion, it is primarily sensorimotor losses that result from hemi-
spherectomy in animals, and humans with early hemispherectomy
can develop above-average cognitive skills but nevertheless mani-
fest sensorimotor deficits on the effected side's. Finally, we must
note that the forebrain commissural system, which is largely a
means of compensating for the fact that there are two halves of the
brain, is primarily concerned with sensorimotor functions (see
Chapter 2).

=T ..:.

=

rd

FIGURE 31. The nested match-to-sample task. A split-brain monkey looks
through the right eye-hole (unfilled circle). A pattern comes on and is stored (A).
Then a number comes on (B). The subject then has to match to the previous
number (C). Finally, two patterns come on (D), and the subject has to match to
the original pattern seen in A. Thus, the pattern task starts before and ends after
the number match. From Nakamura26.
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FIGURE 32. Nested match-to-sample results. Normal, split, partially split, and
hemispherectomized monkeys were tested under monocular and binocular expo-
sure conditions. Only the monocular splits were disadvantaged. However, com-
parison of the performance of the hemispherectomized and normal animals sug-
gests that the deficit of the split animals using one eye was not a reflection of the
processing deficiency of the half-brain but instead represented interference from
the nonseeing hemisphere (see text). From Nakamura?2®.

Cognitive Cost of Commissurotomy

The implication of the Nakamura data is that the cognitive
cost of commissurotomy is minimal, at least when both half-brains
are allowed to participate. While these results are consistent with
the earlier reports on the Bogen patients, in which it was suggested
that there were no obvious psychological deficits unattributable to
extrasurgical pathology??#, a more recent report by Zaidel and
Sperry?? suggests that commissurotomy patients suffer severe and
lasting deficits in information-processing capacity, particularly
short-term memory capacity, when tested under conditions of free
(unlateralized) vision. This conclusion, however, was based solely
on postoperative test scores, which were compared with published
scores obtained by normal and unoperated epileptic subjects.

We had the opportunity to examine the cognitive effects of
commissure sectioning by running preoperative control tests on
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case D.H. This is the first recorded commissurotomy case in which
an extensive evaluation of the cognitive status of the patient was
obtained preoperatively. We used traditional tests (so that our re-
sults would be comparable to those of Zaidal and Sperry), as well
as a group of relatively new and heuristically sophisticated infor-
mation-processing tasks, such as the hypothesis task3!, the
Buschke selective-reminding-in-free-recall task3?, and the digit-
span experimental-memory task. For illustrative purposes, we
present the results of two standardized tests (the Wechsler Memory
Scale and the Wechsler Adult Intelligence Scale, or WAIS) and
one experimental task (the hypothesis task). Regardless, however,
the pattern of results on all tests was essentially the same.

In Figure 33, the results of the Wechsler Memory Scale®? are
presented. As can be seen, there was certainly no indication of
postoperative memory deficit, nor was there any hint that D.H.
was deficient relative to the general population. These findings are
consistent with the results of the administration of the WAIS
(Table 4).

The hypothesis task, which has evolved out of the theoretical
work of Levine?!, is a complex learning task in which the subject
is faced with a rapidly changing multidimensional-stimulus situa-
tion. His objective is to discover the correct aspect of the stimulus
complex by testing various hypotheses. This difficult task substan-
tially taxes short-term memory and other processing skills.

Stimulus slides were rear-projected onto a viewing screen in
front of D.H. Each slide contained two seven-dimensional stimuli.
The seven dimensions are illustrated in Figure 34. It should be ap-
parent that the two stimuli in Figure 34 are complementary. That

TABLE 4. Preoperative and Postoperative Scores Obtained by D.H. on
the Wechsler Adult Intelligence Scale (WAIS)¢

Preoperative Postoperative
Verbal 97 113
Performance 86 90
Full scale 92 103

2Different forms of the WAIS were used for the pre- and postoperative testing.



BRAIN AND INTELLIGENCE 111

is, if a border on the right stimulus is a circle, then the border on
the left must be a square. Similarly, if the letter A appears on the
left, then the letter T must appear on the right. Thus, each of the
seven dimensions is composed of two complementary stimulus
values, one of which appears in the left stimulus pattern, the other
in the right.

A problem consisted of 12 trials. On each trial, D.H. exam-
ined one slide containing the complementary seven-dimensional
stimuli for several seconds. This was not a lateralized test. The
slides were constructed so that when placed in proper sequence,
values from either three or four of the seven dimensions changed
sides on every trial. The values changed sides in accordance with
the rules of internal orthogonality®!. These rules ensured that each
successive slide was a logical outcome of the slide preceding it.

For each problem, only one of the 14 stimulus features was
correct (as predetermined by the experimenter). Before the trial,
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FIGURE 33. Performance of D.H. on the Wechsler Memory Scale. Postoperative
performance (M) was compared with preoperative performance (4) and standard-

ized norms ([J). There was no evidence of a postoperative memory deficit. From
LeDoux et al.3°.
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FIGURE 34. Hypothesis-task stimuli: a sample slide. This figure illustrates the
complementary seven-dimensional stimuli. The seven dimensions are letter name,
letter size, letter color, border shape, border texture, number of borders, and
underline texture. Thus, the left stimulus contains the following values: A, small,
black, circle, solid border, two borders, and solid underline. The complementary
values of the right stimulus include 7, large, white, square, dashed border, one
border, and dashed underline. From LeDoux er al.3°.

D.H. picked*the stimulus feature that he thought was correct, and
he verbally stated it. The slide then came on, and he said left or
right, depending on which side the feature that he had selected was
on. He was then told whether his choice of left or right was correct
but was given no information concerning his stimulus choice. His
objective was to use this partial feedback to crack the coding
scheme of the task. An example of perfect hypothesis testing in
shown in Figure 35.

D.H.’s preoperative and postoperative performance is de-
picted in Figure 36. By all objective standards, D.H.’s postopera-
tive performance was superior to his preoperative performance on
this complex information-processing task.

The results of these standardized and experimental informa-
tion-processing tests demonstrate that callosal sectioning per se
does not produce cognitive deficits. Performance did not drop
postoperatively and, in fact, seemed to improve some. More-
over, neither preoperative nor postoperative performance was
subnormal.

The discrepancy between these data and the observations on
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FIGURE 35. A perfect information processor performing on the hypothesis task.
Perfect processing during the information trials of a problem is depicted here.
Subject and Experimenter are indicated by letters on their collars. The top caption
belongs to the first speaker in the frame. Each row (two frames) represents one
complete trial. The subject guesses ‘‘blindly’’ from a set of 14 hypotheses on
Trial 1 prior to seeing the first stimulus of the problem. Feedback on Trial 1

allows the perfect-processing subject to ‘‘focus’’

in on the seven values in the left

stimulus, as he was told that his choice of the right stimulus was incorrect. Thus,
on Trial 2, the subject selects from small, black, T, dashed underline, solid,
square, and single border. Following feedback on Trial 2, the subject eliminates
those values that were on the right on Trial | and on the left on Trial 2, leaving
small, black, and T as possible solutions. On Trial 3, small and T are eliminated,
leaving black as the correct hypothesis (H + ). From LeDoux et al.3°.
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FIGURE 36. Hypothesis task results. Curve 1 represents the first preoperative
block (---) of 64 problems, and Curve 2 represents the second block (-0-0-0).
Postoperative performance (—) is depicted in Curve 3. D.H. was clearly a more
efficient hypothesis-tester postoperatively. From LeDoux et al.3°.

the Bogen patients is worth considering. Zaidel and Sperry were
unable to establish preoperative baselines and thus had to rely on
published control data. Such comparisons are naturally risky when
such a small sample is involved. In contrast, although our data are
based on a single subject, the controlled (pre-op, post-op) compar-
isons unequivocally argue against the notion that the callosum is a
critical structure in mnemonic processing. In addition, it should be
noted that the WAIS scores of the Bogen patients were in general
in the low normal to subnormal range, as were the memory-test
scores. The fact that D.H. was clearly ‘‘normal’’ on these stan-
dardized tests suggests that other factors besides callosal sectioning
might be at the core of the deficient performance of the other pa-
tients. One important consideration is extracallosal pathology.
Each patient comes into surgery with a unique neurological his-
tory. D.H., for example, in addition to callosotomy, earlier un-
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derwent decompression of the right temporal pole, and his seizure
foci were found to be diffusely spread over the right hemisphere
prior to callosal sectioning. In contrast, four of the Bogen patients
had bilateral seizure foci (involving the temporal lobe in at least
three and possibly all four cases), and two others had left temporal
foci3”. Clearly, with such extensive temporal-lobe pathology in
these patients, only pre- and postoperative comparisons on each
patient could have provided valid information concerning the
effects of callosal sectioning on memory and other cognitive
processes.

These observations on human commissurotomy cases and
split-brain monkeys leave us on the whole doubting whether there
are cognitive costs to commissure sectioning per se. In addition,
the data suggest that information-processing cognitive capacity is
more dependent upon the quality of neural connections than upon
the mass of neural tissue available. In other words, intelligence,
cognitive capacity, and the like really reflect the complexities of
intrahemispheric mechanisms and thus are only indirectly depen-
dent upon the interhemispheric integration made possible by the
great cerebral commissures. Why this is the case is suggested by
the following consideration of the relationship between neural cir-
cuitry and higher cognitive functioning.

The Neurology of Intelligence

Certain jawless fish living in the depth and darkness of the
ocean floor are dependent upon touch receptors for locating food.
These receptors detect potential food items and initiate the motor
programs necessary for bringing the mouth into contact with the
item. Once the item is in the mouth, a different class of receptors
actually scrutinize the palatability of the substance. If it passes this
test, the item is swallowed. Otherwise, it is regurgitated. How-
ever, should the touch receptors again come into contact with the
regurgitated substance, the item is retested in the mouth and again
regurgitated. This process could continue indefinitely, for the sen-
sory system that detects potential food is not in communication
with the system that tests palatability.
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The progressive evolution of the brain and intelligence is
typified by an increasing capacity for intersensory communication.
This notion is supported both anatomically and behaviorally®*-3°
and is at the heart of several contemporary biological models of in-
telligence'®-3%. However, while a variety of creatures seem to have
the capacity for biologically appropriate intersensory association,
true sensory—sensory association is largely a primate achievement.
Although such associations are readily accomplished by either the
verbal or the nonverbal hemisphere in man®®, nonhuman primates
find such problems difficult, though not impossible?®-3¢, Yet, such
capacities seem to be totally lacking in nonprimates33.

The forebrain commissural system, with its massive network
of largely homotopic fibers, is a within-modality rather than a
between-modality communication channel. Although homotopic
associations are sufficient and even necessary for maintaining the
flow of highly specified neural codes between the hemispheres (see
Chapter 2), they are minimally involved in heterotopic, intersen-
sory integration. To the extent that cross-modality processing re-
flects higher cognitive skills, it is obvious why callosal sectioning
fails to produce striking deficits in intellectual capacities.

While the capacity for sensory—sensory integration does seem
to provide a means of making gross statements about the cognitive
capacities of different groups of animals, it is nevertheless a
worthless indicator of individual differences. As all neurologically
intact humans are able to feel an object and subsequently recognize
it by sight, such tests are of little use in discriminating between
different humans. The problem here is that sensory-sensory in-
tegration abilities are not synonymous with ‘‘higher intelligence’’
but are merely one index of the evolved neural substrate that main-
tains human intelligence and distinguishes it from fish intelligence.
More accurately, the evolution of brain and intelligence is charac-
terized by an increase in the complexity of connection not just be-
tween sensory systems but in the overall pattern of intrahemi-
spheric brain organization. Such complexities surely reflect—and,
in fact, probably determine—the nature of individual differences
and are really at the heart of human nature and its characteristic
flexibility.
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All of this is not to undercut the role of interhemispheric
mechanisms in maintaining integrated mental functioning. While
callosal sectioning does not seem to alter substantially the raw
processing capacity of the brain, we cannot be so sure of its effects
on the adaptive behavior (which ultimately reflects sensorimotor
efficiency) of the whole organism in the real world. The sensory
input to each hemisphere is, after all, substantially reduced without
the commissural sensory window (see Chapter 2). There is also the
suggestion of long-term motor coordination deficits in split-brain
patients®®-3%, In addition, it is unlikely that the two independent
mental systems (each with its own sensory input, processing and
storage mechanisms, and motor output) would maintain equivalent
attentional and motivational states over an extended period. It is
only by way of an active interhemispheric communication system
that the sensory input to each potentially independent half-brain is
maximized, the processing and output mechanisms are coordi-
nated, and, as a result, the adaptive capacity of the integrated or-
ganism is maintained at its fullest potential.
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Brain, Imagery,
and Memory

While ‘‘imagery’’ has a long history in the study of the mind,
going back at least to David Hume in the 18th century, who
viewed images as weak sensations®, the topic is currently at the
forefront of that domain of experimental science known as cogni-
tive psychology. Although the current popularity of imagery re-
search has resulted in the delineation of certain psychological
properties of the image®~*, little effort has been extended toward
elucidating the brain mechanisms involved. Yet, progress in this
area would undoubtedly help to specify clearly the nature of the
image. Furthermore, an understanding of the neural mechanisms
of imagery would have wide-ranging implications for bridging the
gap between mind and brain, for imagery is truly a ‘‘mental”’
function. We feel that our continuing studies of the Wilson pa-
tients have provided some insights into the neuropsychological na-
ture of mental imagery. The observations to be described were
made in conjunction with Dr. Gail Risse22.

HOW VISUAL IS VISUAL IMAGERY?

Case J.Kn. provided the opportunity for examining one of the
basic questions concerning the nature of the visual image. Is the
visual image really visual? Alternatively, does visual imagery in-
volve the same neural circuitry as visual sensations and percep-
tions? Our way of testing this notion was to see if J.Kn.’s intact
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anterior commissure, which clearly transferred visual sensations
between his hemispheres (see Chapter 2), could also transfer visual
images. In carrying out this test, we capitalized upon the fact that
as a consequence of callosal sectioning, J.Kn. was tactually split.

A common object was placed, out of sight, in J.Kn.’s right
hand, and he was instructed to palpate the object carefully and to
““make a picture’’ of it in his mind. When he indicated that he
could ‘*see’’ the object, his left hand was placed in a box and he
was asked to find the object. In trial after trial, he was unable to
retrieve the imagined object. Yet, if a picture of the object was
flashed to his left hemisphere, he was able to find it with his left
hand. This response required that the visual input to the left hemi-
sphere cross over to the right through the anterior commissure.
Thus, while visual sensory information flows through the anterior
commissure, visual images seem not to. So, on the neural level,
the visual image seems to be distinct from visual sensory-percep-
tual experience.

While a negative finding should always be viewed with suspi-
cion, recent observations on D.S. are consistent with the view that
visual experience and visual imagery utilize distinct patterns of
neural circuitry. Prior to surgery, D.S. was tested on a word-pair
memory task. The word pairs were first read to him. Subsequently,
the first word of the pair was read, and he was to provide the
matching word. He recalled 2 of 10. However, when a different
list of word pairs was read and D.S. was given the instruction to
image a picture involving the two words (like a ‘‘cat’” on an ‘‘ele-
phant’s’’ back), he recalled 8 of 10. This pattern is quite normal.
Postoperatively, however, he recalled 2 of 10 without imagery and
2 of 10 with imagery.

Consider D.S.’s unique neurosurgical history. At the age of
4, he was hospitalized for the removal of a malignant tumor of the
left prefrontal cortex. As a consequence of frequent and severe
seizure activity localized to the region of scar tissue from the ear-
lier removal, his frontal callosal connections were severed at age
24.

Thus, the implication here is that the preoperative perfor-
mance on the word-pair task was sustained primarily by the right
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frontal lobe and its commissural connections to the undamaged
areas of the left hemisphere. Section of only the anterior callosal
connections presumably left the capacity to image intact but iso-
lated from the verbal mechanisms of the left hemisphere, which
surely play a critical role in associating word pairs. Other patients
with no frontal damage but complete collosal sections perform nor-
mally on the task under both the imagery and the no-imagery con-
ditions, which indicates that the imagery effect can be ac-
complished within the verbal half-brain.

These observations suggest the possibility that the frontal cor-
tex plays a crucial role in imagery phenomena. The flattened affect
and the inability to plan ahead typically noted in patients with
frontal-lobe disease might well be related to a loss of the capacity
to fantasize and imagine what is going to happen next.

As cell populations in the frontal cortex are not generally
thought of as being directly involved in visual perception, the data
suggest, as before, that visual imagery is mediated by neural
mechanisms that are distinct from the mechanisms of true visual
experience. Observations such as these do not fit well within the
theoretical framework that has emerged to explain imagery phe-
nomena. It is generally believed that imagery is intimately related
to the process of perception, the key difference being that imagery
takes place in the absence of the stimulus being perceived®~7. This
view largely reflects the lasting influence of the British empiricists
on the neurological and psychological sciences. These philoso-
phers treated all mental phenomena as derivatives of sensory expe-
rience, with images being weak sensations. Thus, the classical
view in neurology came to be that the visual cortex is critically in-
volved in visual imagery?®. Hebb has suggested that imagery
might be the result of excitation of complex and hypercomplex
cells (a la Hubel and Weisel) in the absence of sensory excitation
of simple cells®®. While such notions are interesting, our data
suggest a much more mentalistic view of imagery and other mech-
anisms of the mind.

It is as if mental life is transacted in codes that transcend per-
ceptual experience on the neural level. This is not to suggest, how-
ever, that mental codes are modality-nonspecific, for various ex-
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periments suggest otherwise?5~7. Instead, while mental processes
may involve modality-specific circuitry, that circuitry would seem
to be distinct from the circuitry that mediates the perception of en-
vironmental information. Indeed, it should not be too surprising if
the neural mechanisms that have evolved for transacting business
with the external world (i.e. perceptual-motor mechanisms) are
not the mechanisms by which we conduct our mental life.

MEMORY

A primary objective in neuroscience is to establish how and
through what processes information is stored in the central nervous
system. Memory is rarely both the necessary and the sufficient
condition for conscious experience, but it is invariably a necessary
and key condition. Yet the long-standing questions of how and
where information is stored and by what brain mechanisms it is ac-
cessed are as elusive today as ever before, at the molecular level as
much as at the psychological level.

To begin with, most of us vault over the initial problem that
must be solved by a viable model of memory, namely, how does
the organism recognize either internally or externally generated
stimuli and put them into a form that can be used in a relevant
memory search? The trend is to bypass such questions, to proceed
by accepting the notion that there is an inherent organization in in-
formation-storage systems, and then to go on to study differences
in organizational properties through reaction time, recognition, and
recall tasks at the experimental-psychological level and through
brain lesions, electrical stimulation, pharmacological manipula-
tions, and the like at the physiological level. While these studies
are sometimes intriguing, they rarely leave us with any feeling for
how the memory-storage and -retrieval system actually works.

In the following, our aim will be to focus on how a variety of
split-brain and other clinical studies have contributed to present
understanding of the physical basis of information storage. While
some problems and data from animals will be reviewed that high-
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light what we consider to be facts on the subject of learning and
memory, it is our guess that real insights into the biology of mem-
ory can be best obtained at this time by a consideration of clinical
data. The thrust of the evidence to be described is that the brain
has a variety of ways to encode and store information and that a
given information-storage system in the brain is not necessarily ac-
cessible to every other network of stored information. These data
have dramatic implications for traditional interpretations of the
mechanisms of memory.

Basic Issues in Learning and Memory: Errors, Rewards,
and Motives

After the dramatic breakdown in the interhemispheric transfer
of discrimination learning on visual and tactile problems had been
shown—a breakdown that underlined the importance of the cor-
tical commissural system in the intercortical exchange of informa-
tion—little else was forthcoming from the split-brain literature on
what the technique teaches about learning and memory per se. Ex-
periments to date indicate only that if the corpus callosum is intact
during training, there is usually evidence that a bilateral engram is
formed. While there are good indications that complex codes are
transmitted through the commissures in animals and man, there is
no evidence for the transfer of an engram per se (see Chapter 2).

Nonetheless, it is our contention that the split brain is one of
the most exciting preparations that can be used to get at questions
of more general interest in the understanding of learning and mem-
ory. Consider the series of monkey studies carried out by David
Johnson®?. A pattern discrimination was taught to one separated
hemisphere. The animal was overtrained and consequently per-
formed perfectly on the task. The eye connected to the naive hemi-
sphere was then exposed and was allowed to observe the errorless
performance of the trained half-brain for 40 trials (see Figure 37).
The researcher then probed the naive hemisphere for knowledge of
the problem by giving trials to it alone, and it performed well.

With errors not a necessary condition for learning, it was then
asked whether the organism needs a ‘‘reward.’’ So in another set
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FIGURE 37. A split-brain monkey observing a visual discrimination through a
specially designed training apparatus that allows for the separate or combined
projection of visual information to each eye. Here, a naive hemisphere is free to
observe the errorless performance of a trained hemisphere. From Gazzaniga?®.

of animals, a discrimination was trained to one hemisphere while
the other, through the use of polaroid filters!?, saw a blank field.
The reward schedule was then advanced so that the animal was
rewarded only on every other trial. This schedule did not prove
disruptive in any way. Then, on nonrewarded trials, the naive
hemisphere was allowed to see the visual discrimination. The
question was, Could it learn by observing the trained hemisphere
perform the task perfectly in the absence of reward? What was
found was that the normal response pattern was totally disrupted,
and no learning took place after two experimental sessions. In a
subsequent experiment!!, however, when the number of days on
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which the nonrewarded observational trials were presented was ex-
tended, learning did occur. This outcome leaves us with one
more—or, more accurately, one less—essential condition needed
for discrimination learning to occur, namely, the presence of a
primary reward.

. These data raise the question of what role reward plays in
learning and memory. One interpretation is that its importance lies
in engaging the organism to attend to a particular task and that it
plays little or no role in the brain mechanisms involved in informa-
tion storage. Put differently, reward merely signals the organism
that a particular event is to be stored, but the storage process itself
is not dependent upon the brain mechanisms underlying reward.
What is critical for information storage is pure, simple contiguity.
Rewards are thus reduced to motives.

This, of course, is not to undercut the importance of rewards
as motives. Some learning theories explicitly acknowledge that
without motivation there is no learning'?, which raises the possi-
bility that in animal lesion studies, group differences in learning
capacity largely reflect differential motivational levels. Further,
one often wonders whether the difference in learning ability of the
two hemispheres commonly seen in splits 3 reflects differences in
motivation—possibly brought about by subcortical brain damage
incidentally incurred during split-brain surgery, for unilateral hy-
pothalamic lesions produce striking differences in the eating rates
of the two hemispheres of split monkeys'4:1® (see Figure 38). The
implication here for variations in normative data on cognitive tasks
is, alas, that these variations may largely reflect motivational vari-
ables.

The role of reward needs to be considered in more detail. We
subscribe to Premack’s view that reinforcement is relative and is a
function of response probabilities'®. Thus, Stimulus A can rein-
force Stimulus B only if the organism has a higher probability of
responding to A than to B. With this view, one can escape from
Skinner’s tautological approach, in which a reinforcer is what is
discovered to be reinforcing'?. Now, before saying that A is re-
warding, we separately and independently measure the probability
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FIGURE 38. Unilateral lesions can differentially affect the motivational state of
the separated hemispheres. The right cerebrum has a discrete hypothalamic lesion
but also a considerable amount of other brain damage, which disallows conclu-
sions on the contribution of the hypothalamus alone. The main point here is that
following cerebral commissurotomy alone, the split-brain animal shows a striking
difference in eating behavior as a function of eye use. Left eye (—), right eye
(—). From Gibson !%.

that an animal will choose A over B. If the probability is greater
than 0.5, we can accurately predict that receiving A contingent on
doing B will increase the probability of doing B.

The importance of viewing these processes in relative terms
is, it seems to us, especially critical when one is trying to under-
stand the underlying physiology. The Skinnerian view—that an or-
ganism has a repertoire of responses and that a particular one
comes to the fore only as a result of external contin-
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gencies—strikes us as static and passive. The Premack view is
more organic in that it sees the organism as actively and continu-
ously assigning values to all stimuli and in that it views response
probabilities, which are generated by the organism, as key regula-
tors of behavior.

Yet, curiously, it is the static Skinnerian view that has domi-
nated physiological thinking. How many times have we heard
about reward centers that interact with cognitive cortical centers?
The view has been that it is reward that freezes or etches into the
brain the particular information that an organism is processing. All
we have to do is locate the reward center and trace its connections
to the higher centers, and we shall then know the primary neural
circuits of behavior—of learning and memory. Experiments that
contradict this paradigm go unnoticed. For example, it has been
shown that a rat with an electrode in a reward center increases its
rate of self-stimulation in order to gain the opportunity to run. In
other words, running is rewarding the reward center.

In recent work, this basic insight has been applied in a more
physiological setting'8. Lesions in the lateral hypothalamus pre-
dictably rendered rats adipsic. They showed, postoperatively, es-
sentially no probability of drinking but did run for approximately
150 sec in 30 min. When the two events were made contingent, so
that in order to run the rats had to drink, drinking commenced im-
mediately (Figure 39).

These data taken together serve as a fair warning not to take
too literally the idea that memory and mental processing systems
can be located in the brain in a simple sense. If one changes the
external contingencies of training before or after a brain lesion,
seemingly obvious and reliable neurobehavioral symptoms indicat-
ing specificity of function tend to disappear. This response leaves
the problem of localization of function as mercurial as ever. On
the positive side, however, these data suggest that as the motiva-
tional state changes, access to innate or learned behavioral pat-
terns, which we think are multiply represented in the brains of
both animals and men, is allowed expression. This brings us to
what we mean by the multiple representation of the engram.
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FIGURE 39. Rats with lateral hypothalamic lesions did not drink on baseline (b)
days when free access to drinking and running was allowed. They did run, how-
ever, and when the two behaviors were made contingent (c), drinking im-
mediately commenced. When the contingency was removed, drinking behavior
again returned to a low level. From Gazzaniga er al.'®.

Multiple Neural Coding

A frequent assumption in the study of memory is that infor-
mation is stored in only one fashion: there is ‘‘a’’ brain mechanism
for the storage of information, and this same mechanism is used in
all storage processes.

An alternative and more dynamic view of how the brain man-
ages the enormous task of storing so much of our life in a readily
accessible fashion involves the idea that experiences, as well as the
neural mechanisms by which experiences are coded and recorded,
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are multidimensional. With this theoretical foreshadowing, let us
consider observations made by Gail Risse on nonaphasic patients
with left-hemisphere pathology who have to undergo cerebral
angiography %23, This is the medical procedure of injecting radio-
paque dye into the carotid artery on either the left or the right side
of the neck. This procedure is used to render the left or the right
arterial system supplying the brain opaque to X-ray photography.
It helps the neurologist and the neurosurgeon locate areas of brain
damage due to tumors and other maladies.

When patients have to undergo angiography, the physician
sometimes runs what is called an amyral test >*. When the stopcock
is switched at the point of injection, an anesthetic (sodium amytal)
can be administered to one half of the brain, putting it to sleep,
while leaving the opposite half-brain awake. Traditional speech
and language tests are then run, so as to assure the physician that
these processes are localized in the half-brain where they are sup-
posed to be. Sometimes they are not, and it could be disastrous for
the patient if surgery was carried out.

The tests of interest here are these. Prior to injection of the
anesthetic, an object—for instance, a pencil—is placed in the left
hand and out of view. The patient is asked to identify it. A correct
identification signifies that the stereognostic, or touch, information
has coursed normally from the left hand to the right hemisphere,
where it is relayed via the corpus callosum to the speech mecha-
nisms of the left hemisphere.

The left hemisphere is put to sleep, which means that the pa-
tient is no longer conversant or capable of comprehending or pro-
ducing natural language in any way. The opposite, right half of the
body becomes flaccid. At the same time, however, the left half-
body and the right hemisphere are both functional, because the
drug affects only the injected side of the brain. Another object is
placed in the left hand at this time, say, a spoon. The subject feels
it, and after a few seconds, the spoon is removed. A few minutes
later, the subject awakes, the drug having now dissipated, and the
left hemisphere returns to consciousness.

The patient is asked, ‘‘What was placed in your hand?’’ and
the typical response is, ‘‘Nothing,”” or, ‘I don’t know.”’ To test
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for a given recall ability, the patient is then asked, ‘‘What was
placed in your hand before?”’ and he commonly says, ‘‘Do you
mean the pencil?”’

Even with the greatest amount of encouragement or prodding,
no verbal report is forthcoming for the object placed in the hand
during the anesthesia. A card with several objects attached to it is
then placed in front of the patient, and almost immediately the left
hand points to the object, in this case, the spoon.

One interpretation of this response is that information stored
in the absence of language cannot be accessed by language when
the verbal system reappears and becomes functional. The engram
or memory for the spoon is encoded in neural language X, and
speech is represented in neural language Y. The two languages are
thus insulated from one another and are not conversant with each
other inside the brain.

The model we are proposing here is that the normal brain is
split into many domains. What can be done surgically and with so-
dium amytal are only exaggerated instances of a more general phe-
nomenon, one that may prove to be a key to a viable model of
mind. Pursuing this model, we turn to a corollary of the idea that
information is multiply encoded, namely, that various aspects of
experience are stored in multiple loci in the brain.

Multidimensionality of Experience and Information
Storage

Our experiences are indeed multifaceted, and it is our view
that different aspects of experience are differentially stored in the
brain. Consider a recent clinical case that had a truly dramatic
course.

The patient was a 62-year-old male surgeon with no known
neurological disorders prior to a transitory stroke. He was a right-
handed with left-hemisphere dominance for speech and language.
He was intelligent, curious, and extremely positive about every as-
pect of the human condition. Accordingly, through all stages of the
stroke, he was making every effort, using every faculty available
to him, in trying to engage the environment.

On a Thursday evening following dinner, the patient com-
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plained of an excruciating headache followed by dizziness and
vomiting. The following morning, he was taken to the hospital,
where it was immediately diagnosed that a stroke had occurred.
During the subsequent 72 hours, his speech and language facilities
were disturbed, but there were no gross signs of paralysis or so-
matic sensory loss. There was a right homonymous hemianopsia.
On Sunday morning his condition had deteriorated considerably
and edema had set in. Steroids were administered and maintained
for 48 hours. On the following Monday, the situation looked bet-
ter, and during the following two weeks, a truly remarkable recov-
ery occurred. Thus, within a 14-day period, a patient went from
normal cognitive functioning into a state that totally disrupted
these processes and back again to normal functioning. The obser-
vations to be reported here have to do with the course of recovery
commencing 5 days after the onset of the stroke. It is the recon-
struction of his cognitive and memory mechanisms that is of inter-
est.

The main observations suggest that memory or engrams for
things or events are multiply represented in the brain because the
experiences themselves have multiple aspects. Thus, for example,
when a red carnation was held up in full view and the patient was
asked what it was, he said, ‘‘Flower.”” When asked what color, he
said, ‘‘Red.”” But when the patient was asked what kind of flower,
he was unable to say, ‘‘Carnation.”’ Indeed, even when a list of
names of familiar flowers was read aloud, he was still unable to
make the match. This was true despite the fact that the patient’s
most active hobby was gardening. When the examiner finally said
it was a carnation, the patient said the word aloud and accepted the
carnation with equanimity. Then, spontaneously, the patient
reached for the carnation, put it in his lapel, and smiled his satis-
faction. At the same time in the recovery period, the patient asked
about some flowers he and his daughter had planted ‘‘down by the
road at the bottom of the hill.”” *“What was that?’” he asked. When
the answer was given as gazania, a plant commonly known to him
normally, he said, ‘‘Oh, gazania.”” Again, it seems that the cate-
gory of names given to plants or flowers was not yet available for
recall or recognition.

On the following day, when the edema had subsided even
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more, thus making active more extensive brain areas, the patient
was able to name all the flowers in the room (there was quite an
assortment) with little or no difficulty.

These observations suggest that memory is multiply repre-
sented in the brain. The point is not that a particular engram as-
sociated with a particular experience is multiply represented but
that a particular experience has multiple aspects to it and that these
are stored at a variety of sites in the cerebrum. The prediction from
such a model would be that when recall of an experience takes
place in the presence of new brain damage, there may be a break-
down in the recalling of all aspects of the experience. In the
present case, because of the transitory ‘‘turning off,”’ as it were,
of local neural processes, specific aspects of the past experience
were not available to the subject. Clearly, normal experience has a
““what” and “‘where’’ aspect. In the flower case above, the patient
could remember ‘‘where’’ on the lot a plant had been planted but
could not remember ‘‘what’’ until the part of the brain that had
stored the ‘‘what’’ information had returned to normal functioning.

Of course, this kind of analysis is less fashionable today than
those models favoring a more general loss of memory function.
Yet, one must keep in mind the variety of diseases that produce
disturbances in memory function. Also, unless the patient’s per-
sonal history is extremely well known to the examiner, the proba-
bility of uncovering a lacuna is low. Analysis of the memory func-
tion of an unfamiliar patient finds one on a fishing expedition,
trying to find a subject area in which a specific loss might be de-
tected. Yet, with a little practice, one becomes fairly adept at zero-
ing in on the appropriate subject matter.

Clinical observations of this nature lead us to speculate that in
normal man there may well exist a variety of separate memory
banks, each inherently coherent, organized, and logical and with
its own set of values. These memory banks do not necessarily
communicate with one another inside the brain. If this is true, then
the only way for the organism—which is to say, the cognitive sub-
system in the forefront of consciousness at any one point in time,
which is the verbal system in humans—to discover its total re-
sources is to watch itself as it behaves. If memory bank A takes
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control of the motor apparatus and produces a behavior, it is only
subsequent to the event that the other memory systems become
aware that such impulses, so to speak, have been stored in the
brain. This idea foreshadows our view of some mechanisms of
consciousness in the next chapter.

In this regard, it is worth noting the considerable mass of psy-
chological data revealing that within a given class or ‘‘memory
network,’’ there are distinct differences in retrieval time for the
““calling up’” of related elements??. This time difference suggests
that such information may be located in spatially separate points in
the brain.

Thus, we feel that there are good reasons for believing that
there is no unitary mechanism responsible for the encoding of in-
formation in the brain and that all the information in the brain is
not mutually accessible. If this is true, of course, the task of the
neuroscientist is slightly more complex than has been supposed, if
that is possible. We may be faced with the fact that memory
storage, encoding, and decoding is a multifaceted process that is
multiply represented in the brain.

Implications for a Theory of Memory

It is interesting to examine some of the traditional views on
memory mechanisms as viewed in this new light. Many, in fact,
are consistent with this model. The new idea again is that the nor-
mal brain has a variety of coherent and viable information-storage
systems, each largely independent and isolated from the other.

The memory mechanism that psychologists have been study-
ing ad nauseum is the verbal processing system. Yet, what if this
is but one of the systems of memory and, while it is working
away, simultaneous activity is going on in several other nonverbal
systems, which have gestures and movements as their own modes
of response? In other words, what if the memory systems that
exist—say, in nonspeaking animals—are also present and working
in us along with our admittedly unique language and speech sys-
tems? If such an arrangement exists in man, then one can indeed
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look at an embarrassingly huge number of previous studies on
human memory and come to some unique conclusions about their
meaning.

The classic distinction, for example, between recognition and
recall dissolves almost immediately. This distinction, of course, is
the well-reported and widely experienced phenomenon that a per-
son can recall only a small part of a body of information given to
him, whereas he can recognize a great deal more. In the present
model, the recall phase is only calling upon the verbal system for
response. The verbal system, however, reports only a small
amount of information because as with the other independent sys-
tems, it has a limited capacity. When the recognition phase is in-
troduced, however, the name of the game becomes quite different.
Now, the nonverbal systems have an opportunity to express them-
selves by pointing to a series of objects, and with that response
possible, all the information that the multiple nonverbal systems
have stored can be reported, making the entire system appear more
resourceful.

Recognition tests have long been considered to be more of a
sensitive measure for information stored because they allow for
expression of stimuli stored with weaker values of some kind or
another. In the present model, such a continuum between recogni-
tion and recall skills becomes more the product of the expression
of several equally capable storage systems, each given an equal
chance to demonstrate what it knows.

There is another aspect to this model. Psychologists have for
years been trying to understand the network of our associative
memory. The assumption is that it is huge and complex and is in-
terrelated in some kind of mind-boggling way. What is being
argued here would encourage quite a different model. While asso-
ciations surely exist, the degree of interconnection need not be so
extensive. The verbal system, while having nonverbal associa-
tions, could also become aware of knowledge possessed by one of
the nonverbal systems by observing emitted behavior, which is to
say, stored information.

One can find experimental data from a variety of quarters that
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complement this proposal. For example, in dichotic listening stud-
ies, it has been widely observed that information is normally sup-
pressed and not subsequently recognized from one ear when a sub-
ject is asked to actively process information presented to the other
ear. This is true, however, only when the secondary information is
of the same kind being processed by the subject’s first ear. If the
information is different, thereby possibly allowing a different
memory bank to be used, it is found that the information is stored
and is later available, as revealed by subsequent recognition tests.

It is interesting to reexamine the literature on the tonic effect
that cuing has on assisting recall in this light. When a past experi-
ence is to be remembered, it is prima facie a multidimensional ex-
perience involving time, space, colors, sounds, smell, tempera-
ture, and a variety of other stimuli. Many of these are not activated
when one is called upon to relate an old memory verbally, and as a
result, the verbal memory is limited in extent. When a person
reenters the physical circumstance of the memory, however, the
ability to recall verbal aspects of the event is usually increased.
Clearly, a facilitory effect of having the dormant system activated
by being in the physical surroundings has a tonic effect on the ver-
bal recall.

If one proviso is added to the model being suggested, then the
opportunity for explaining memory data becomes almost limitless.
It is a safety feature primarily and consists of the fact that when in-
formation of a perceptual nature, regardless of the input modality,
is encoded with language systems active, the information is en-
coded verbally as well as nonverbally, and a bond or association
is formed that allows the language system some access to these
stored memories laid down by nonverbal systems. Since in the
adult it is the usual state of affairs to have the language system
free to develop such bonds and thereby free access to information
stored in the nonverbal systems, the model we are proposing here
would never occur to one considering the standard experimental
results. It would only fall out of neuroclinical observation, which
is to say, in passing, that studying the abnormal case is a rich way
of understanding normal processes.
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On the Mechanisms
of Mind

When the inevitable topic of consciousness is approached in the
light of modern brain research, the experienced student has come
to brace himself for the mellifluous intonations of someone’s per-
sonal experience and ideas on the matter, as opposed to data. Yet,
we all listen dutifully, because ultimately the business of the
serious neuroscientist is to figure out the mechanisms of brain and
mind.

One of the most thoughtful and experienced neuroscientists in
the world on this issue is Roger W. Sperry. According to Sperry,
consciousness is an ‘‘emergent property of cerebral activity . . .
and is an integral component of the brain process that functions as
an essential constituent action, and exerts a directive wholistic
form of control over the flow pattern of cerebral excitation’’ .

Thus, Sperry, after years of thought, feels it necessary to in-
struct a beleaguered yet lackadaisical field of professional brain
and behavior scientists that mental properties of the brain are real
and that they can exert control over the individual neural elements
that upon interaction give rise to mental phenomena. It is testi-
mony to the thinking at the time on the subject that this needed
‘saying, and Sperry’s papers, as usual, are extremely important in
focusing future work on important questions. Yet, in no way
should such overviews be construed as insights into the mechanism
of consciousness per se. These types of analyses deal with con-
sciousness as a single impenetrable entity.

The operational properties and mechanisms of conscious ex-
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perience thus remain largely unidentified. Yet, it is to this area that
we personally find our own research program directed, and it is
our experimental studies on the ‘*how’’ of consciousness that oc-
cupy this chapter.

We will describe our observations on one truly exceptional in-
dividual, case P.S. P.S.’s uniqueness amongst split-brain patients
centers around the psychological robustness of his right hemi-
sphere. As described in Chapter 4, although only his left hemi-
sphere can talk, other linguistic skills are extensively represented in
both half-brains, and most of what follows deals with observations
made possible by this special neurological circumstance.

SPLIT CONSCIOUSNESS

Much of the intrique surrounding the split-brain studies of the
early 1960s was related to the possibility that the mechanisms of
human consciousness were doubly represented following brain bi-
section. While the conscious properties of the left hemisphere were
apparent through the patients’ verbal behavior, the view that the
right hemisphere was also worthy of conscious status was widely
criticized. Sir John Eccles, for example, asserted that the psycho-
logical capacities of the right hemisphere were best described as
“‘automatisms’’2. Others, such as Donald MacKay, argued that
unless it could be shown that each separated half-brain has its own
independent system for subjectively assigning values to events and
setting goals and reponse priorities, the split brain could not be
viewed as a split mind®.

In a series of tests aimed at specifying the nature and extent
of linguistic rpresentation in P.S.’s right hemisphere, we lat-
eralized pictures of objects to his mute half-brain and asked him to
spell the name of the object by selecting letters from a group and
arranging them in proper sequence (see Chapter 4). His capacity to
respond in this situation raised the question of whether he might
also be able to spell his answer to subjective and personal ques-
tions directed to his mute hemisphere. This seemed to be the op-
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portunity to assess whether the right hemisphere, along with the
left, could possess conscious properties following brain bisection.

We generated a series of questions that could be visually pre-
sented exclusively to the right hemisphere?. This was ac-
complished by verbally stating the question, except that key words
in the question were replaced by the word blank and then the miss-
ing information was exposed in the left-visual field, which effec-
tively lateralized visual input to the right half-brain. Subsequently,
P.S. was asked to spell his answer by selecting and arranging let-
ters from two complete alphabets (made up of Scrabble letters).

The first question asked was ‘‘Who blank?”’ The key words
lateralized to the right hemisphere on this trial were are you. Our
expectations were met! As his eyes scanned the 52 letters avail-
able, his left hand reached out and selected the P, set it down, and
then proceeded to collect the remaining letters needed to spell Paul
(Figure 40). Overflowing with excitement, having just com-
municated on a personal level with a right hemisphere, we col-
lected ourselves, and then initiated the next trial by saying,
“Would you spell your favorite blank?’ Then girl appeared in the
left visual field. Out came the left hand again, and this time it
spelled Liz, the name of his girlfriend at the time. On the next two
trials, the question was the same, but the key words were person
and then hobby. Car was the reply to hobby, and Heney Wi Fozi
was the response to his favorite person. (Henry Winkler is the real-
life name of the television character Fonzie, whom P.S., a fifteen
year old boy, idolizes). Another question was, ‘‘What is tomor-
row?’’ He correctly spelled Sunday. He spelled automobile race as
the job he would pick. This is most interesting, because the left
hemisphere frequently asserts that he wants to be a draftsman. In
fact, shortly after the test session, we asked P.S. what sort of job
he would like to have, and the left hemisphere said, ‘‘Oh, be a
draftsman.’’ Finally, we asked the right hemisphere to spell its
“mood.”” It spelled good.

These observations suggested to us that the right hemisphere
in P.S. possesses qualities that are deserving of conscious status.
His right hemisphere has a sense of self, for it knows the name it
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FIGURE 40. Volitional expression by the mute hemisphere (see text).

collectively shares with the left. It has feelings, for it can describe
its mood. It has a sense of who it likes and what it likes, for it can
name its favorite people and its favorite hobby. The right hemi-
sphere in P.S. also has a sense of the future, for it knows what day
tomorrow is. Furthermore, it has goals and aspirations for the fu-
ture, for it can name its occupational choice.

It is important to emphasize that these responses were self-
generated by P.S.’s right hemisphere from a set of infinite possi-
bilities. The only aid provided was the two alphabets, from which
he could select letters at will. The fact that this mute half-brain
could generate personal answers to ambiguous and subjective
questions demonstrates that in P.S., the right hemisphere has its
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own independent response-priority—determining mechanisms,
which is to say, its own volitional control system.

Thus, it would appear that the right hemisphere, along with
but independent of the left, can possess conscious properties fol-
lowing brain bisection. In other words, the mechanisms of human
consciousness can be split and doubled by split-brain surgery.

Because P.S. is the first split-brain patient to clearly possess
double consciousness, it seems that if we could identify the factor
that distinguishes his right hemisphere from the right hemisphere
of other split-brain patients, we would have a major clue to the un-
derlying nature of conscious processes. That factor is undoubtedly
the extensive linguistic representation in P.S.’s right hemisphere.
As we have seen, his right hemisphere can spell, and in addition,
it can comprehend verbal commands, as well as process other parts
of speech and make conceptual judgments involving verbal infor-
mation. While it is possible that the conscious properties observed
in his right hemisphere are spuriously associated with these
linguistic skills, the fact remains that in all other patients, where
linguistic sophistication is lacking in the right hemisphere, so too is
the evidence for consciousness.

Observations such as these immediately raise the question of
whether nonhuman organisms are conscious. However, the clear
distinction between the conscious status of the left and right hemi-
spheres of most split-brain patients (P.S. excluded) adds an impor-
tant qualification to this question. Unless it could be shown that
nonhumans possess conscious powers that surpass those of the
right hemisphere of most split-brain patients, then the criticisms
(see earlier discussion) levied against the conscious status of these
right hemispheres also apply to nonhumans. Still, it is not our in-
tent to deny the possibility of some form of conscious awareness in
nonhumans. Instead, our point is that while nonhumans may be
found to be aware and even self-aware, they are nevertheless not
aware in the unique ways and to the extent made possible by the
human verbal system. Consequently, our aim in the following is to
identify and examine some of the mechanisms through which the
verbal system contributes to consciousness, as we as humans expe-
rience it.
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VERBAL ATTRIBUTION AND THE SOCIOLOGY OF MIND

The person is engaged in much more activity than can possi-
bly enter consciousness at once, and in our opinion, much of what
does enter is what is registered by the verbal system. It is the one
system that is capable of continuously monitoring our overt behav-
ioral activities, as well as our perceptions, thoughts, and moods.
In taking note of, integrating, and interpreting these events, we
believe that the verbal system provides for a personal sense of con-
scious reality.

In the following, we will examine how further observations
on case P.S. shed light on these mechanisms. Again, it is only
through the novel experimental situation involved in testing such a
patient that these mechanisms, which we feel are basic to man, are
exposed.

As a result of having bilateral representation of language
comprehension, P.S. is able to act in response to verbal commands
exclusively presented to either hemisphere but can describe ver-
bally only the left-hemisphere stimuli. The observations of rele-
vance here involve the manner in which his left hemisphere dealt
with our queries as to why he was responding in a certain way to
commands known directly by the right half-brain alone. In brief,
when P.S. was asked, ‘“Why are you doing that?’’ his talking left
hemisphere was faced with the cognitive problem of explaining a
discrete overt movement of great clarity carried out for reasons
truly unknown to it.

The left hemisphere proved extremely adept at immediately
attributing cause to the action. When laugh, for example, was
presented to the right hemisphere, the subject commenced laugh-
ing and, when asked why, said, ‘‘Oh, you guys are really some-
thing’” (Figure 41). When the command rub was flashed, the
subject, with the left hand, rubbed the back of his head. When
asked what the command was, he said ‘‘Itch.”” Here again, the
response was observed by the left hemisphere, and the subject
immediately characterized it. Yet that he said ‘‘itch’’ instead
of “‘rub’’ shows that he was guessing. In the same way, he could
be quite accurate when the command had less leeway for mul-
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FIGURE 41. When a series of commands were presented to the right hemisphere,
each evoked a response. Although the left hemisphere did not know what the
command was, it attempted to account for the response. When the command was
laugh or rub, the left hemisphere instantly ‘‘filled in.”” When the response was
less equivocal, the reason generated for the action was quite accurate, as with the
word boxer.

tiple description, as in the case of the word boxer. The test in-
struction was to ‘‘assume the position of. . . .”” The subject cor-
rectly assumed the pugilistic position, and when asked what the
word was, he said, ‘‘Boxer.”” But on subsequent trials, when he
was restrained and the word boxer was flashed, the left hemisphere
said it saw nothing. Moments later, when released, however, he
assumed the position, and said, **O.K., it was boxer.”’

Similar responses were observed in other tests. Pictures of ob-
jects were lateralized to his right hemisphere and P.S. was
required to spell out the name of the object by selecting and ar-
ranging Scrabble letters, as described earlier. If while spelling the
word he was asked to name the object he had seen, the left hemi-
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sphere’s verbal response was consistent with the information avail-
able externally, but inconsistent with the true state of affairs
known only by the right hemisphere. For example, after the pic-
ture of a playing card was flashed to his right hemisphere and he
began to select the letters, we asked P.S. what the object was.
Looking down at the letters ¢ a r, he said ‘‘car.”” However, as this
response was being emitted by the left hemisphere, the left hand
and the right hemisphere completed the word by adding the final
letter d. The left hemisphere then said, ‘‘Oh, it was a card,”” and
P.S. smiled.

In another series of observations, we simultaneously pre-
sented each hemisphere with a different object—picture, and the
subject was required to select the picture choice cards that best
related to the flashed stimuli. Thus, if a “‘cherry’’ was one of the
stimuli flashed, the correct answer might have been ‘‘apple,”’ as
opposed to ‘‘toaster,”” ‘‘chicken,”” or ‘‘glass,”” with the superor-
dinate concept being, of course, ‘‘fruit.”” Using this procedure
(which was developed by Marjorie Pinsley for testing aphasic pa-
tients) we found it possible to escalate the subtlety of the cognitive
requirement without changing the test design or the response de-
mands upon the subject.

It was clear that each hemisphere under the simultaneous
presentation could perform. Only rarely did the response of one
side block a response from the other. In general, each hemisphere
pointed to the correct answer on each trial.

What is of particular interest, however, is the way the subject
verbally interpreted these double-field responses. When a snow
scene was presented to the right hemisphere and a chicken claw
was presented to the left, P.S. quickly and dutifully responded cor-
rectly by choosing a picture of a chicken from a series of four
cards with his right hand and a picture of a shovel from a series of
four cards with his left hand. The subject was then asked, ‘‘What
did you see?’” ‘I saw a claw and I picked the chicken, and you
have to clean out the chicken shed with a shovel’” (Figure 42).

In trial after trial, we saw this kind of response. The left
hemisphere could easily and accurately identify why it had picked
the answer, and then subsequently, and without batting an eye, it

2y ¢
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FIGURE 42. The method used in presenting two different cognitive tasks simul-
taneously, one to each hemisphere. The left hemisphere was required to process
the answer to the chicken claw, while the right dealt with the implications of
being presented with a snow scene. After each hemisphere responded, the left
hemisphere was asked to explain its choices. See text for implications.

would incorporate the right hemisphere’s response into the frame-
work. While we knew exactly why the right hemisphere had made
its choice, the left hemisphere could merely guess. Yet, the left
did not offer its suggestion in a guessing vein but rather as a state-
ment of fact as to why that card had been picked.

These varied observations on P.S. offer us the opportunity to
consider whether we were not observing a basic mental mechanism
common to us all. We feel that the conscious verbal self is not
always privy to the origin of our actions, and when it observes the
person behaving for unknown reasons, it attributes cause to the ac-
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tion as if it knows but in fact it does not. It is as if the verbal self
looks out and sees what the person is doing, and from that knowl-
edge it interprets a reality. This notion is reminiscent of the well-
known theory of cognitive dissonance, which suggests how one’s
sense of reality, one’s system of beliefs about the world, arises as
a consequence of considering what one does®.

Implicit in the idea that self-consciousness involves, at least
in part, verbal consideration of sensorimotor activities is the as-
sumption that the person or self is not a unified psychological en-
tity, so that the conscious verbal self comes to know the other
selves through overt behavior. In other words, what we are again
(see Chapter 6) suggesting is that there are multiple mental sys-
tems in the brain, each with the capacity to produce behavior, and
each with its own impulses for action, and these systems are not
necessarily conversant internally. This point was well illustrated
by the results of the sodium amytal experiment® described in the
previous chapter. In brief, the data suggested that information en-
coded while the left hemisphere was anesthetized was uninterpreta-
ble by the verbal system when the left hemisphere returned to nor-
mal functioning. In other words, the verbal system seems to
encode information in its special way, and the other mental sys-
tems do the same. So when information is encoded by other than
the verbal system, the person is not consciously aware of the infor-
mation.

These observations allow for a rather radical hypothesis.
Could it be that in the developing organism a constellation of men-
tal systems (emotional, motivational, perceptual, and so on) exists,
each with its own values and response probabilities? Then, as mat-
uration continues, the behaviors that these separate systems emit
are monitored by the one system we come to use more and more,
namely, the verbal, natural language system. Gradually, a concept
of self-control develops so that the verbal self comes to know the
impulses for action that arise from the other selves, and it either
tries to inhibit these impulses or free them, as the case may be.

The model being proposed here, then, is clear. We believe
that the split-brain observations, combined with the sodium amytal
data, paint a unique view of the mental properties of the brain. The



ON THE MECHANISMS OF MIND 151

mind is not a psychological entity but a sociological entity, being
composed of many submental systems. What can be done surgi-
cally and through hemisphere anesthetization are only exaggerated
instances of a more general phenomenon. The uniqueness of man,
in this regard, is his ability to verbalize and, in so doing, create a
personal sense of conscious reality out of the multiple mental sys-
tems present.

EMOTION AND CONSCIOUSNESS

The next set of observations to be described here provide new
insights into the nature of cognitive-emotional interactions and, at
the same time, point out how the verbal system is capable of moni-
toring internal psychological states in addition to overt behavioral
activities.

On the verbal commands test described earlier, where a word
was lateralized to the right hemisphere and P.S. was instructed to
perform the action described by the word, his reaction to the word
kiss proved revealing’. Although the left hemisphere of this ado-
lescent boy did not see the word, immediately after kiss was ex-
posed to the mute right hemisphere, the left blurted out, ‘‘Hey, no
way, no way. You’'ve got to be kidding.”” When asked what it was
that he was not going to do, he was unable to tell us. Later, we
presented kiss to the left hemisphere and a similar response oc-
curred: ‘‘No way. I’m not going to kiss you guys.”” However, this
time the speaking half-brain knew what the word was. In both in-
stances, the command kiss elicited an emotional reaction that was
detected by the verbal system of the left hemisphere, and the overt
verbal response of the left hemisphere was basically the same, re-
gardless of whether the command was presented to the right or left
half-brain. In other words, the verbal system of the left hemisphere
seemed to be able to accurately read the emotional tone and direc-
tion of a word seen by the right hemisphere alone.

This observation, which suggests that emotion is neurally en-
coded in a directionally specific manner, is inconsistent with the
currently accepted cognitive theory of emotion®. According to the
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cognitive theory, the neural and other physiological mechanisms
underlying emotional experience only provide a nonspecific state
of arousal, with the direction of arousal being determined by the
cognitive apprehension of the external situation in which the
arousal occurs. However, in P.S., the left hemisphere appeared to
have experienced a directionally specific emotion in the absence of
a cognition. The following experiment was thus aimed at evaluating
the reality of this phenomenon.

We selected a number of words that repeatedly appear in
P.S.’s verbal behavior. It was assumed that personal words would
be more likely to elicit measurable emotional responses than neu-
tral words. Following the lateralized visual exposure of a word,
P.S. was encouraged to verbally rate the word on a preference
scale. The scale values included ‘‘like very much,”” “‘like,”” ‘“un-
decided,”” ‘‘dislike,”” and ‘‘dislike very much.”” When the word
was presented to the left hemisphere, the verbal judgment was
made by the hemisphere that saw the word. However, when the
word was lateralized to the right hemisphere, the left hemisphere
had to verbally respond to a word it did not see.

We obtained 21 left-hemisphere ratings of words lateralized
to the right hemisphere. There were 12 right-hemisphere words
rated, some as many as 3 times, others only once.

Figure 43 compares the left-hemisphere rating of each word
on the first left-hemisphere trial with the first successful right-
hemisphere trial (an unsuccessful right-hemisphere trial was one
on which the word could be named; such ratings were counted as
left-hemisphere trials). In only one instance (‘‘Nixon’’) did the
left-hemisphere rating of right-hemisphere words differ by more
than one scale value from the left-hemisphere rating of the same
words after left-hemisphere exposure.

It thus appears that the emotional value of a stimulus can be
neurally encoded in a directionally specific manner. Although the
perceptual nature of stimuli exposed to the right hemisphere was
unavailable to the left hemisphere, the emotional value of the stim-
uli was nevertheless available to the left hemisphere. Such obser-
vations suggest to us that while cognitions can surely initiate emo-
tional responses, and while the visceral (sympathetic) arousal in
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FIGURE 43. Left hemisphere verbal rating of stimuli exposed to the left and right
hemispheres. Data points represented by open squares connected by dotted lines
indicate right hemisphere exposure, and open circles connected by solid lines
indicate left hemisphere exposure. In only one instance (‘‘Nixon’’) did the ratings
differ by more than one scale value.

emotion is nonspecific, the brain does indeed play an important
role in determining the nature of experienced emotions. While this
point is all too obvious, its implications have been overshadowed
by the ‘‘black-box’’ view of emotional mechanisms that has re-
sulted from a straightforward acceptance of the cognitive theory.
What possible mechanisms could be involved in the type of
emotional encoding suggested here? As noted, P.S. is a callosum-
sectioned patient, which means his anterior commissure was surgi-
cally spared. Anatomical studies have shown that the human an-
terior commissure derives its fibers from the temporal lobe and
from subcortical *‘limbic’’ structures, in particular, the amygdala,
and projects to the same regions in the other hemisphere®. Evi-
dence that the interhemispheric limbic connections are intact and
functioning in P.S. is provided by our observation that like other
anterior commissure-intact patients and unlike split-brain patients
with anterior commissure sections, P.S. shows interhemispheric
transfer of olfactory information (see Chapter 2). Given the pre-
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sumed role of limbic structures in emotion, in addition to olfac-
tion, the interlimbic connections of the anterior commissure could
well be responsible for the interhemispheric emotional judgments
observed in P.S.

It is important to distinguish these observations on P.S. from
previous observations on patients whose surgeries included the an-
terior commissure in addition to the corpus callosum. In particular,
on one occasion case N.G., upon being presented with a picture of
a nude woman in the left visual field, giggled. When asked why
she was laughing, she responded, ‘“That’s a funny machine.”” This
is more appropriately interpreted as an instance of attributing cause
to behavior of unknown origin than as an instance of emotional
transfer, for the left hemisphere judgment (‘‘That’s a funny ma-
chine’’) was based on an externally observable action (laughter).

At the psychological level, the observation that the verbal
system can accurately read the emotional tone precipitated by an
external stimulus without knowing the nature of the stimulus
allows speculation concerning the nature and variability of our
mood states. In brief, the idea that we are intrigued with is that a
person is not always aware of the origin of his moods, just as he or
she is not always aware of the origin of his or her actions. In other
words, the conscious self appears to be capable of noticing that the
person is in a particular mood without knowing why. It is as if we
can become subtly conditioned to particular visual, somatosensory,
auditory, olfactory, and gustatory stimuli. While such conditioning
can be within the realm of awareness of the conscious self, it is not
necessarily so. When in Florence, for example, one can be focused
on David and feel so aroused, awed, and inspired that unknown to
the verbal system the brain is also recording the scents, noises and
the total Gestalt of that most remarkable city. The emotional tone
conditioned to these subtle aspects of the experience might later be
triggered in other settings because of the presence of similar or
related stimuli. This person, puzzled by his affective state, might
ask himself, ‘““Why do I feel so good today?’’ At this point if the
Florentine experience is not recalled (registered by the verbal sys-
tem), the process of verbal attribution might take over and concoct
a substitute, though perhaps very plausible, explanation. In short,
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the environment has ways of planting hooks in our minds, and
while the verbal system may not know the why or what of it all,
part of its job is to make sense out of the emotional and other men-
tal systems and, in so doing, allow man, with his mental complex-
ity, the illusion of a unified self.

We thus feel that the verbal system’s role in creating our
sense of conscious reality is crucial and enormous. It is the system
that is continually observing our actual behavior as well as our
cognitions and internal moods. In attributing cause to behavioral
and psychological states, an attitudinal view of the world involving
beliefs and values is constructed, and this view becomes a domi-
nant theme in our own self-image.

Given this overview, it is instructional to consider some of
the major issues of psychology and philosophy and to see how
they fit into this neurologically based model. We begin with an ex-
ample of cognitive dissonance and then consider the problem of
free will.

WHY THE NEED FOR CONSONANCE?

One of the more powerful ideas on the nature of behavioral
processes ever stated was the theory of cognitive dissonance®.
In broad terms, the phenomenon is this: when a person’s beliefs,
opinions, or attitudes are met with disagreement as a consequence
of a freely produced behavior of his own, a state of dissonance ob-
tains. His cognition prior to his behavior is in conflict with his
Just-completed behavior, and that state of dissonance is not al-
lowed by the organism. Consonance is demanded and is usually
achieved by a change in the prior value or belief.

Let’s take an imaginary example. George is married and full
of fidelity. Then a set of circumstances develops that finds George
involved in an affair with another woman. George does not believe
in such behavior and does not condone extramarital affairs. So,
immediately after the experience, George is very much in a state
of dissonance concerning his recent behavior. George initially at-
tributes it to being drunk or being seduced. That helps, but George
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is soon in bed again with his new friend. As the affair continues,
his dissonance increases and something must change. What usually
changes is George’s attitude about his marriage. Before long, he
attributes his behavior to domestic tensions and comes to believe
they are much worse than he had previously thought. As a result,
George shortly finds himself in divorce court. He has concluded
that he must be having the affair because his marriage was foul.
These rationalizations and actions are the changes that resolve
George’s dissonance. Divorce becomes an unavoidable conse-
quence. George’s fate was sealed, in a sense, after the first night.

George could have achieved consonance by changing other
values. He divorced because he clung to the idea that married peo-
ple are, among other things, supposed to be faithful. If George had
changed his ideas on fidelity in marriage, he could have achieved
consonance.

There are millions of examples of dissonance theory at work,
and hundreds have been worked out under strict experimental con-
ditions in the laboratory. What is not understood is why the orga-
nism seeks consonance. Why can’t dissonance be a viable and
chronic state for the biological organism?

Let’s take a step back and consider a prior question. Why did
George suddenly find himself in bed with Molly in the first place?
What is the mechanism for eliciting a dissonant behavior from the
beginning? The behavior was clearly contrary to his existing (ver-
bally stored) belief about such matters, and normally the verbal
system can exert self-control. The reason we propose is that yet
another information system with a different reference and a dif-
ferent set of values existed in George, but because it was encoded
in a particular way, its existence was not known to George’s ver-
bal system and therefore was outside of its control. This other sys-
tem wasn’t known to the dominant verbal system until the day it
grabbed hold and elicited a behavioral act that caused great con-
sternation to his verbal system. This other side of George was not
known to him until a set of environmental and biological circum-
stances came together and elicited this new behavior. Once elic-
ited, however, George’s verbal system had no choice but to ac-
count for it and to adjust his verbal perceptions and guidelines for
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behavior in such a way as to take this newly discovered aspect of
his personality into account. In this view, it is the verbal system
that is the final arbiter of our multiple mental systems, many of
which we come to know only by actually behaving. Emitted and
elicited behaviors are important ways of discovering the multiple
selves dwelling inside. Behavior is a key way that these separate
information systems can communicate with each other. As we
noted in the last chapter, such mechanisms greatly reduce the ex-
tent of internal association networks that would otherwise have to
be postulated to explain memory capacity.

Cross-Cuing

Let us go back a moment and cite some work with split-brain
monkeys that dramatically reveals these same kinds of phenomena.
Clearly, in the split-brain case, in which there is an actual surgical
intervention to produce, at a minimum, a double mental system,
the phenomenon of one mental system’s watching another and, as
a result, altering its behavior is explicitly present. As with the
amytal study, it seems to illustrate possible normal mechanisms.

In the split-brain monkey, the information necessary to solve
a visual problem can be divided up so that some aspects of the
problem go to one hemisphere and some go to the other. It has
been maintained that such problems can be solved, at least in part,
with some practice. It is unlikely that the information is integrated
neurally, as it were. Instead, cross-cuing strategies seem to be in-
volved in such instances'® "2, A most elegant demonstration of
this in animal work has come from Charles Hamilton’s experi-
ments on a matching-to-sample task in the monkey 3.

Hamilton presented the sample stimulus of a pattern discrimi-
nation to one hemisphere and the matching stimuli to the other.
For example, the left brain might see a ‘‘plus.”” In order for the
animal to perform the task, the right hemisphere must know
whether the left saw a “‘plus’ or a “‘zero,”’ because, in this case,
it would push the ‘‘plus’’ button for a peanut reward. A normal
monkey with the brain unsplit can do this task instantly and with
ease. What Hamilton discovered is that a split-brain monkey can
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do the same after some practice. This finding is reminiscent of ear-
lier work by Colwyn Trevarthen, and in his hands, this outcome
meant that there were subcortical exchange systems serving to in-
tegrate the split-visual information'. Hamilton, however, pursued
the cross-cuing notion and made the prediction that if the right
hemisphere was choosing correctly because of some behavioral
cue produced by the left hemisphere, it ought not to make a dif-
ference what the stimulus was that the left saw. So instead of
presenting to the left the well-trained plus or zero, he showed it a
new stimulus. The right then saw this stimulus and another novel
one. The animal didn’t hesitate and immediately performed at a
high level because the right was not responding to the visual cue
per se but to flinch or a head bob or a grunt that the left hemi-
sphere reliably made to one stimulus. We have, then, mental sys-
tem right, looking at the behavior of mental system left, and
through the behavioral cuing strategies, the two systems com-
municate.

Developmental Aspects

An enormous consideration for the reliability of this overall
model for normal processes involves determining how separate
neural storage systems would naturally develop in man. That is,
since most of our experiences are ongoing at a time when our ver-
bal system is alert, it would seem at first glance to be unlikely that
information is stored in the verbal system’s absence, thereby mak-
ing the information inaccessible to language.

Yet, there is the critical period during development before
language is a functional mechanism. During this period, important
conditioning that bears fruit for a variety of adult motivational
states is surely ongoing. Responses and attitudes of all kinds as-
sociated with interpersonal relations are extensively examined by
the young child when considering the smile or the frown of those
around him, and these play a huge role in controlling behavior.
The behavioral tone of the emerging adult is largely set in these
preverbal years, and adult impulses—which is to say, response
patterns—can largely be determined by the early associations.
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Years later, these early states can emerge, to the total surprise of
the verbal system.

In the adult stage, the normally involved language system can
be so busy and active that information bypasses its processes and
becomes stored without the verbal system’s noting it. An example
here comes from the common experience of being able to find
one’s way home from a new place even though the verbal system
was engaged (say, through conversation) during the entire experi-
ence with the new route. If called upon to state the way, the verbal
system could not do it. Yet, once on the way, the critical roads are
recognized, and the proper choices for direction are made.

THE MULTIPLE SELF AND FREE WILL

The last implication of this model that we would like to con-
sider surfaces right on the question of the nature of personal re-
sponsibility. Most of our social institutions are built on the notion
that man is personally responsible for his actions, and implicit in
that statement is a notion that man has a unitary nature embodied
in the self. What are we now to do with that view, given the possi-
bility that multiple selves exist, each of which can control behavior
at various moments in time?

Let us begin by examining the concept of free will as it has
stood up in our scientific age. This examination is extremely im-
portant because the issue of responsibility (whether personal or
social) is usually argued on the merits of a unitary self and the
concept of free will. Up until recently, the scientific community
had pretty much written off such ideas as free will, viewing them
as holdovers from the Dark Ages. Science is reductionistic by na-
ture, and many scientists believe in fact that the world is as me-
chanical as clockwork. Things don’t just happen. There are inputs
to every system, and knowing the inputs will find one able to
explain and predict the outputs. That’s the line of thought, at any
rate.

At the level of human behavior, this means that when one
feels that he or she is freely choosing which lad or lass to marry,
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he or she is, in fact, reacting in the only way possible to a set of
forces working upon him or her. That the decision is made freely
is a pure illusion. Behavior is the lawful and exacting product of
past experience, according to behaviorists and reductionists.

Many people have tried to argue their way out of this rather
depressing dilemma. The lively journalist Garry Wills examined
the problem in his book on Catholicism with the notion that man
gains more freedom by knowing more'®. That kind of analysis, of
course, misses the point, but it is one that reflects much of the
thinking on the problem. Still others, who are more scientifically
trained, have invoked Heisenberg’s uncertainty principle, but that,
upon careful analysis, proves to be inappropriate when one is con-
sidering basic neural phenomena.

One who has really addressed the issue is D. M. MacKay .
He has dealt with the problem head on and puts man right back on
top and in personal control of behavior. The argument goes like
this.

Man can be considered as mechanistic as clockwork and still
be considered to be personally responsible for his actions. That is,
he is personally free in his decisions. This is true because, put sim-
ply, if you tell someone that he will eat apples for lunch because
of some fantastic knowledge you possess of his past behavior, all
he has to do to prove you wrong is not to eat apples. At first
glance, there would seem to be an easy solution. The next time,
the person will not be told what the predictor predicts about his be-
havior. Instead, it will be written down, and after the critical
event, the prediction will be examined, and with this condition,
the predictor will prove to be correct.

That still won’t work, however, as MacKay has pointed out,
because, if one thinks carefully about it, in order for something to
be true, it must be valid for all people. The critical point here is
that while the prediction may be true for the predictor, it is not
binding on our victim and consequently not valid for both parties.
A true and valid proposition must be set out for all to see, and
once that is done, our victim can do or not do what it says, as he
sees fit.

It is a powerful argument, and one that logicians and
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philosophers have apparently agreed to. It shows that even in a
mechanistic universe, there is the situation that MacKay has called
‘‘a logical indeterminacy of a free choice.”” Although we tend to
believe his point, our point is that while the formulation of the
problem within the framework of a unitary consciousness may
hold for each self, how does one apply it to multiple-self in-
stances?

We are faced, it seems, with a new problem in analyzing the
person. The person is a conglomeration of selves—a sociological
entity. Because of our cultural bias toward language and its use, as
well as the richness and flexibility that it adds to our existence, the
governor of these multiple selves comes to be the verbal system.
Indeed, a case can be made that the entire process of maturing in
our culture is the process of the verbal system’s trying to note and
eventually control the behavioral impulses of the many selves that
dwell inside of us.

Such a state of affairs makes the job for society and its judges
extremely difficult. To which self do they mete out their punish-
ments? As it stands, judges are, metaphorically speaking, called
upon to punish the whole town for the wayward actions of one of
its citizens. It is, of course, a poor solution, and in some sense, it
may underlie the reason that punishment and rehabilitation rarely
are effective in exercising behavioral control on a convicted felon.
Just as social programs work poorly on a whole town because they
are inherently unable to anticipate all the separate needs and condi-
tions of its citizenry, the personal directive toward the person is
equally sloppy and inaccurate in hitting the mark—the self that is
responsible for the action in question.

REFERENCES

1. R. W. Sperry, 1969, A modified concept of consciousness, Psychol. Rev.
76:532-536.

2. J. C. Eccles, 1965, The Brain and Unity of Conscious Experience, The
19th Arthur Stanley Eddington Memorial Lecture, Cambridge, England: Cam-
bridge University Press.



162 CHAPTER 7

1.

12.

14.

16.

. D. MacKay, 1972, Personal communication cited in M. S. Gazzaniga, One
brain—Two minds? Am. Sci. 60:311-317.

. J. E. LeDoux, D. H. Wilson, and M. S. Gazzaniga, 1977, A divided mind:
Observations on the conscious properties of the separated hemispheres, An-
nals of Neurology, in press.

. L. Festinger, 1957, A Theory of Cognitive Dissonance, Stanford, Calif.
Stanford University Press.

. G. L. Risse and M. S. Gazzaniga, 1976, Verbal retrieval of right hemisphere
memories established in the absence of language, Neurology 26:354.

. M. S. Gazzaniga, J. E. LeDoux, and D. H. Wilson, 1977, Language praxis
and the right hemisphere: Clues to some mechanisms of consciousness,
Neurology, in press.

. S. Schachter, 1975, Cognition and peripheralist-centralist controversies in mo-
tivational emotion, in: M. S. Gazzaniga and C. Blakemore (Eds.), Hand-
book of Psychobiology, New York, Academic Press.

. J. Klinger and P. Gloor, 1960, Connections of the amygdala and anterior
commissure in the human brain, J. Comp. Neurol. 115:333-369.

. M. S. Gazzaniga, 1966, Interhemispheric cuing systems remaining after sec-

tion of neocortical commissures in monkeys, Ext. Neurol. 16:28-35.

M. S. Gazzaniga, 1966, Visuomotor integration in split-brain monkeys with

other cerebral lesions, Exp. Neurol. 16:289-298.

M. S. Gazzaniga, 1970, The Bisected Brain, New York, Appleton-Century-

Crofts.

. C. Hamilton, 1974, Cross-cuing in monkeys, paper presented to Psychono-

metric Society, Boston.

C. Trevarthen, 1974, Functional relations of disconnected hemisphere with

the brain stem and with each other: Monkey and man, in: W. L. Smith and

M. Knosbourne (Eds.), The Disconnected Cerebral Hemisphere and Behav-

iour, Springfield, Ill., Charles C Thomas.

. Garry Wills, 1964, Politics and Catholic Freedom, Chicago, Henry Regency

Co.

D. MacKay, 1967, Freedom of Action in a Mechanistic Universe, The

Eddington Lecture, Cambridge, England, Cambridge University Press.



Author

Index

Acuna,C., 75
Akelaitis, A.J., 3, 21
Anker,R.L., 27,43
Arrigoni, G., 73
Azulay, A., 43

Basser, L.S., 74, 99,118
Battersby, N.S., 73
Beale, W., 99
Becker, W.A., 100
Bender, D.B., 40
Bender, M.B., 73
Bengston, L., 27,42, 43
von Bergen, F.B., 100
Berlucchi, G., 40,76, 118
Black, P., 42, 117
Blakemore, G., 40
Bogen, J.E., 3,21,43,
46,74, 83, 84, 88,91,
98, 100, 109, 114,
115,119
Bradshaw, J.L., 76
Brain, R., 72
Broca, P., 46
Brooks, L.R., 138
Brown, I.A., 100
Brown, J.W., 74,75,98
Branch, C., 99
Bremer, F., 42
Brinkman, S., 100
Burkland, C.W., 100, 118
Buschke, H., 110, 119
Butler, C.R., 40, 118

Carew, T.J., 41

Cartmill, M., 75
Choudhury, B.P., 39
Christopher, C., 44
Clark, E., 117
Collins, A., 138
Collins, R.L., 49
Collins, F., 75
Corballis, M., 99
Cragg, B.G., 27,43
Crane, A.M., 138
Critchley, M., 72
Crosby, E.C., 41
Crow, T.1., 41
Culver, C., 7
Cuneod, M., 42

Darien-Smith, I., 43
Davenport, R.K., 119
DeAjuriaguerra, J., 72,
75
Dennis, M., 75
DeRenz, E., 73,75,76
Donchin, E., 67,76
Doty, R.W., 40, 42
Durnford, M., 73

Eccles, J., 142, 161
Elberger, A., 27, 43
Ettlinger, G., 36, 44

Faglioni, P., 73,75
Fellman, A., 100
Festinger, L., 162
Ford,R.F., 21,42
Fox,C.A., 41

163

Francis, A., 27,42, 43
Franco, L., 76
Freedman, H., 42, 117
French, L.A., 100
Fusella, A., 138

Galin, D., 67,76
Gardner, AK., 44
Gardner, W.J., 44
Gautier, J.C., 78, 98
Gazzaniga, M.S., 7, 40,
41, 42, 43,44, 46,74,
75,76, 98,99, 100,
101,117,118, 119,
126,130, 138,139,
162
Geffen, G., 76
Georgopoulus, A., 75
Geschwind, N., 21, 42,
91, 98,100,119, 139
Ghent, L., 73
Gibson, A., 41, 128,
138
Gibson, J.J.,43,56,76
Glass,A., 74,93, 94,
95,96, 101
Glickstien, M., 36, 44
Gloor, P., 42, 162
Gordon, P., 138
Green, D.M., 76
Gridlay, J.H., 44
Gross, C.G., 40
Gross, M.M., 76

Hallett, M., 42



164

Hamilton, C.R., 25, 40,
42,43,117, 118,157,
158, 162

Heath, C.J., 43

Hebb, D.O., 123, 139

Hecaen, H., 72, 74, 75,
76,98, 100

Henson, C.0., 37, 44

Hillyard, S., 99

Hirsch, H., 42

Hubel, D.H., 39,43, 123

Hughes, R.A., 44

Hull, C., 138

Hume, P., 121, 138

Humphrey, T., 41

Hyvarinen, J., 75

Inhelder, B., 60, 75

Jackson, H., 46,72

Jacobson, M., 42

James, M., 73

Jerison, H., 105,118

Johnson, D., 100, 125,
138

Jones, E.G., 43,119

Jones, F.W., 75

Jones, R K., 79, 98

Jouandet, M., 100

Kahn, R.L., 73

Karnosh, L.J., 44

Karten, H., 42

Kerr, F.W.L., 43

Kimura, D., 65, 73,76,
91, 100

Kinsbourne, M., 73

Kliest, K., 101

Kling, J.W., 40

Klinger, J., 42,162

Kohn, B., 37, 44

Kuypers, H.G.J.M., 100

Lashley, K., 41, 103,
104,117

Lauer, E.W.,, 41

LeCours, A., 99

LeDoux, J.E., 40, 41,
75,76,100,111,112,
113,114, 117,119,
138,162

Lee-teng, E., 38, 44

LeGros Clark, W.E., 75

Leipmann, H., 91, 100

Levitsky, W., 98

Levine, M., 110

Levy,J., 44, 65, 66, 67,
74,99

Lhermitte, F., 78, 98

Lomas, J., 100

Lynch, J.C., 75

MacCarty, C.S., 44

MacKay, D., 142, 160,
162

Maspes, P.E., 21, 42

Massonnet, J., 72

Matthew, W.D., 75

McBride, K.E., 46, 72

McClure, J.R., 44

McFie,J., 73

Meikle, T.H., 118

Menzel, E., 100

Milner, B., 52, 53,73,
74,99

Mishkin, M., 36, 40, 41,
43,44,118

Mitchell, D., 40

Morton, 36, 44

Mountcastle, V.B., 43,
44,75

Myers, R., 1, 3,11, 12,
26, 36, 37,40,41,42,
43,44, 117

Mukheries, S.K., 39

Nagylaki, T., 99
Nakamura, R., 101,
105, 106, 107, 108,
109,118,138
Nauta, W., 41,42
Nebes, R., 53, 74
Negrao, N., 40
Neiderbuhl, J., 100

AUTHOR INDEX

Neilsen, J.M., 72, 101

Neisser, U., 138

Nettleton, N.C., 76

Noble, J., 41

Nottebohm, F., 82, 83,
99

Ochs, S., 41

Olson, M., 99
Ornstein, R., 67,76
Orton, S.T., 99
Overman, W.H., 42

Pandya, D.N., 42
Patterson, A., 72
Penfield, W., 83, 99
Petrinovich, L., 41
Piaget, J., 60, 75
Piercy, M., 73, 75
Pinsley, M., 148
Poggio, G.F., 43
Pollack, M., 73
Poranen, A., 75
Powell, T.P.S., 119
Preilowski, B.F.B., 44,119
Premack, D., 74, 75, 92,
93,94, 95,96, 100,
101,127,128, 129,
138

Quillian, R., 138

Rakic, P., 100

Rasmussen, T., 99, 139

Reeves, A.G.,7

Riggs, L.A., 40

Risse, G.L., 14, 41,43,
117,119,121, 131,
138,162

Rizzolatti, G., 40

Roberts, L., 99

Robinson, J.S., 118

Rocha-Miranda, C.E., 40

Rogers, C.M., 119

Rose, J., 44

Rossing, H., 100

Russell, I.S., 41, 119



AUTHOR INDEX

Sakata, H., 75
Schachter, S., 162
Schmitz, T., 41
Schneider, G.E., 62,75
Schreiner, L.H., 44
Schwartz, A.S., 43
Schwartzman, R.J., 43
Scotti, G.,73
Sechzer, J.A., 118
Segal, S.J., 138
Semmes, J., 36, 43, 44,
73
Sheehan, PW., 138
Skinner, B.F., 128,129,
138
Smith, A., 74,75, 99,
100,118
Smith, G.E., 25
Smyth,J.0.G., 73
Sperry,R., 1, 3,27, 36,
38, 41,43, 44,46,65,
74,76,98,99, 109,
110,114, 141,161

Spinnler, H., 73, 75, 76

Springer, S.P., 100, 117,
119

Stamm, J., 44

Sugar, 0., 99,118

Sullivan, M., 42, 117

Swets, J.A., 76

Szer,1.S.,138

Taylor, L., 52, 53, 74
Teuber, H.L., 73
Thompson, R., 41,118
Treschner, J.H., 21,42
Trevarthen, C., 65, 66,
67,74,158,162

Vogel, P., 21, 46, 74,
100
Voneida, TJ., 118

Wada, J.A., 138
Wall,D.P., 43

Wallace, G., 76
Warrington, EX., 73,76

165

Washburn, S.L., 75
Weinstein, S., 73
Weschler, D., 119
Weisel, T., 39,43, 123
Weisenberg, T., 46, 72
Wernicke, K., 46
White, R.H., 44
Whitlock, D.G., 42
Whitteridge, D., 39
Wilson,D.H., 6,7, 21,
40, 75, 85,100, 117,
119,160, 162
Wilson, M.E., 39

Yakolev, 100
Yamaga, K., 40

Zaidel, D., 44,109,110,
114,119

Zaidel, E., 74, 84,99

Zangwill, 0., 72, 73,75,
99

Zeki, S.M., 42



Subject Index

alexia without agraphia, 23
amygdala, 153
amytal, 14, 81, 131, 150
angiography, 14, 131, 150
aphasia, 93, 96, 97

global, 96, 97
attitudes, 155
attribution, 146-151, 154
auditory transfer, 23

bimanual motor coordination, see
motor coordination

binocular depth perception, see depth
perception

block design, 48, 67

callosotomy, 114,116,117,122,123
chimeric stimuli, 65-67
cognitive capacity, 103-117
cognitive dissonance, 150, 155-157
commissural sensory window, 11, 13,117
commissural system, see commissures,
forebrain
commissural transmission limits, 11, 12
commissure, anterior, 3, 6, 9, 10, 20-23,
25,26,122,153,154
commissures
forebrain, 2, 9,10, 11, 13,16, 17, 19,
24,25,108,116,123,125
tectal, 24
commissurotomy, cerebral (forebrain), 6,
17,21, 39,103, 104,109,110, 115
consciousness, 5,124, 131, 134, 141-
161
animal, 145

corpus callosum, 1, 2,3,6,9,10, 11, 12,
21,22,23,131,153
body, 2
genus, 2
rostrum, 2
splenium, 2, 12, 21, 23, 25, 26, 28,29
cross-cuing, 38, 157
cube drawing, 51, 52
cuing, 34-39, see also cross-cuing

decussation, 10, 24, 25
depth perception, 18
digit span task, 110
dorsal column, 30-39

emotion, 151-155

cognitive theory, 151-155
emotional encoding, 151-155
engram, 11,13, 14, 15,91

transfer, 13-17, 125, see also transfer

of training, interhemispheric

epilepsy, 3, 109, 115,122
equipotentiality, 103, 104

face agnosia, 71
fragmented figures, 53, 54, 64
free will, 159-161

handedness, 92

hemispherectomy, 36, 88, 90, 106, 108

homolateral somatosensory representa-
tion, 29, 36, 37, 58, 91

homologous brain areas, 24, 25, 104

homotopic connections, 16, 116

hypothesis task, 110-115

167



168

imagery, 121-124

intelligence, 103-117

interhemispheric communication, 9-44,
104,117,125

interhemispheric transfer, see interhemis-
pheric communication

intermanual transfer, 29-39

interocular transfer, 2

ipsilateral cuing, 37, see also homo-
lateral somatosensory representation

language, 5863, 73, 77-101
artificial, 92-96
and consciousness, 141-161
development, 78-83, 92
lateralization, 78-83
natural, 92-96
metal, 93-96
right hemisphere, 83
lateralization, 45-76
learning, errorless, 125-129
limbic system, 17, 20, 153, 154

manipulospatiality, 18, 55-76
mass action, 103-108
medial leniniscus, 30-39
memory, 124-137
associative, 136, 137
encoding of, 130-137
multidimensionality of, 130-137
short term, 106-110
systems, 135-137
theory, 135-137
metalanguage, 93-96
mood, 154
motivation, 125-129
motor coordination, 18, 117
motor transfer, 16

neglect, 69

olfactory transfer, 23,153
optic chiasm, 1, 2, 11, 105

SUBJECT INDEX

pain, see somatosensation

personal responsibility, 159-161
praxis, 91-92

proprioception, see somatosensation
prosopagnosia, 71

psycholinguistics, 96

recall, 136

recognition, 136
reinforcement, 125-129
rewards, 125-129

selective reminding in free recall task,
110

self-image, 155

sensorimotor efficiency, 117

sensorimotor functions, 104, 108, 150

sensorimotor losses, 104-108

sensory—sensory integration, 116,117

sodium amytal, see amytal

somatosensation, 29-39

specialization, 45-76

spinothalamic tract, 30-39

spreading depression, cortical, 13-14

stereognosis, see somatosensation

syntax, 84

temperature, see somatosensation

touch, see somatosensation

transfer of training, interhemispheric,
13, see also interhemispheric com-
munication

unilateral spatial agnosia, 69

values, 155
visual imagery, see imagery
visual transfer, 19-23

Wechsler Adult Intelligence Scale
(W.A.LS.), 110

Wechsler Memory Scale, 110, 111

wire figures, 52





